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bands, one of which is available to wire line common
carriers only and the other of which is available to
non-wire line common carriers only. In any given sys
tem, the non-wire line service provider operates within

5 the "A side" of the spectrum and the wire line provider
operates within the "B side" of the spectrum Cellular
channels are 30 KHz wide and include control channels
and voice channels. In particular, the twenty-one con
trol channels for "A" systems are numbered 313

10 through 333 and occupy a 30 KHz band of frequencies
834.390 MHz to 834.990 MHz. The control channels for
"B" systems are numbered 334 through 354 and occupy
835.020 MHz to 835.620 MHz. Each cell site (or, where
a cell site is "sectored" as described below, each sector
of that cell site) uses only a single control channel. The
control channel from a cell site to a mobile unit is called
the "forward" control channel and the control channel
from the cellular telephone to the cell site is called the
"reverse" control channel. Signals are continuously
broadcast over a forward control channel by each cell
site. In contrast, signals are discontinuously (periodi-
cally) broadcast by the cellular telephones over a re
verse control channel. If the cell sites are so close to one
another that control channels using the same frequency
interfere with each other, the control channel at each
cell site is further qualified by a digital color code rang-
ing from zero to three. This allows each cell site to be
uniquely identified, for example, within a range of
twenty to thirty miles.

Directional cell site antennas may be used to reduce
co-channel and adjacent-channel interference. FIG. IB
illustrates how sectored antennas may be used to reduce
such interference. The circles represent cell sites and
the broken lines represent the azimuthal edges of the
front lobes of 120· directional antennas. The labels "A"
, "B" , and "C" refer to channel sets, cells, and cell sites
simultaneously. The labels "I" , "2" ,and "3" refer to
directional antennas and sectors of cells simultaneously.
Thus, for example, if a particular channel is assigned to
sector 1 of cell B and adjacent channels are assigned to
cells A and C, these adjacent channels should be as
signed to sector 1 in cells A and C.

When a cellular telephone is first turned on, it scans
all forward control channels, listening for the channel
with the strongest signal. The telephone then selects the
forward control channel with the strongest signal and
listens for system overhead messages that are broadcast
periodically, for example, every 0.8 seconds. These
overhead messages contain information regarding the
access parameters to the cellular system. One such ac-
cess parameter is the frequency of registration, which
refers to how often a given telephone must inform the
system that the telephone is within the system's geo
graphic confines. Registration frequencies typically
range from once per minute to once per thirty minutes.

The overhead messages also contain busy/idle bits
that provide information about the current availability
of the reverse control channel for that cell. When the
reverse control channel becomes free, as indicated by
the busy/idle bit, the cellular telephone attempts to
register itself by seizing the reverse control channel.
Cellular telephones re-register themselves at the rate
determined by the cellular system. Registration parame-

65 ter requirements are determined by each cellular sys
tem. For example, the options include (1) 7-digit NXX
XXXX, (2) 3-digit NPA, and (3) 32-bit electronic serial
number. Each of these options constitutes a digital
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CELLULAR TELEPHONE LOCATIO:" SYSTEM

FIELD OF THE INVENTION

The present invention relates generally to the field of
mobile cellular telephone systems (including both ana
log and digital cellular systems) and more particularly
relates to a system for automatically locating mobile
cellular telephones operating within a prescribed geo
graphic area.

BACKGROUND OF THE INVENTION

Prior to the invention disclosed herein, there has been
no known system for automatically tracking mobile
cellular telephones. Although related technologies 15
(radio navigation systems such as direction finding and
LORAN, emergency location devices for aircraft, satel
lite tracking and surveillance, and the like) have been
extant for many years, none of these technologies has
been applied to automatically locate cellular telephones 20
as described herein. Accordingly, the background in
formation most pertinent to gaining an understanding of
the present invention relates to a cellular telephone
system itself, as opposed to the peripherally related
radio navigation and location technologies. The follow- 25
ing discussion refers to FIGS. IA-IC in providing an
overview of a cellular telephone technology. In addi
tion, it should be noted that the inventive concepts
disclosed herein are applicable to both analog and digi-
tal (for example, TDMA) cellular systems that employ 30
analog control channels.

Cellular telephone systems typically include many
cell sites and a centrally-located cellular switch, called
a Mobile Telephone Switching Office (MTSO). There
are typically sixty to one hundred cell sites in large 35
cities and fifteen to thirty cell sites in smaller cities. Cell
sites are usually spaced at distances of one-half to
twenty miles. Each cell site generally comprises one or
more antennas mounted on a triangular platform. The
platform is placed on a tower or atop a tall building, 4D
preferably fifty to three hundred feet above the sur
rounding terrain.

The fundamental idea behind a cellular svstem is
frequency reuse. This concept of frequency' reuse is
implemented by employing a pattern of overlapping 45
cells, with each cell conceptually viewed as a hexagon.
This concept is illustrated in FIG. lA, which depicts a
layout for a cellular ~ystem employing seven distinct
sets of frequencies. In this figure, each shading pattern
represents a unique frequency set. FIG. IC schemati- 50
cally depicts the main components and arrangement of
cellular telephone system. As discussed above, fre
quency reuse allows the cellular system to employ a
limited number of radio channels to serve many users.
For example, FIG. IA depicts an area served by 14 55
cells, divided into two clusters. Each cluster contains
seven cells. A separate set of channels is assigned to
each cell in a cluster. However, the sets used in one
cluster are reassigned in the other cluster, thus reusing
the available spectrum. The signals radiated from a cell 60
in channels assigned to that cell are powerful enough to
provide a usable signal to a mobile cellular telephone
within that cell, but preferably not powerful enough to
interfere with co-channel signals in distant cells. All
cellular telephones can tune to any of the channels.

The Federal Communications Commission (FCC)
has allocated a 25 MHz spectrum for use by cellular
systems. This spectrum is divided into two 12.5 MHz
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the dispatcher his location. Prior art systems are unable
to trace a call from a cellular telephone. Therefore, a
cellular telephone user in such a situation would be in a
dire predicament. Once again, it would be highly ad
vantageous for the system to be able to ascertain the
user's location and provide this information to emer
gency medical personnel. There would be numerous
other applications for a system that could automatically
locate a cellular telephone.

The present invention provides a cellular telephone
location system for determining the locations of multi
ple mobile cellular telephones each initiating periodic
signal transmissions over one of a prescribed set of
control channels. The invention may be embodied in a
system that employs much of the existing infrastructure
of a cellular system. For example, as described below in
greater detail, a cellular telephone location system in
accordance with the present invention may employ the
cellular system's towers and cell site enclosures. In this
sense, the cellular telephone location system may be
overlaid on the cellular system.

There are numerous advantages provided by moni
toring control channels to track the locations of cellular
telephones. First, a voice channel is an expensive and
relatively scarce resource. Cellular systems typically
require approximately six to eight seconds to allocate a
voice channel to a specific telephone. If voice channels
were employed for location tracking, the cellular tele
phone would have to be called and commanded to
initiate a voice channel call every time a location sample
were to be taken. This would be both expensive and
time consuming. Thus, it would be extremely inefficient
for a location system to require the telephone to initiate
periodic voice channel transmissions. Second, each
voice channel transmission adds a call record in an
associated billing system. Therefore, a large burden
would be placed on the billing system if the location

40 system were to require periodic voice channel transmis
sions. In contrast, control channel transmissions already
occur periodically in cellular systems. Thus, the present
invention is compatible with existing cellular telephone
protocols and would not require the cellular system or
the individual cellular telephones to be modifIed. Third,
since the frequency of control channel transmissions is
software controllable, a location system in accordance
with the present invention could control the frequency
of control channel transmissions and ofTer diITerent
subscribers diITerent location information update rates.
Fourth, another advantage aITorded by monitoring con-
trol channel transmissions is in connection with energy
efficiency. Control channel transmissions are very short
and require little power in comparison to voice channel
transmissions. Accordingly, requiring periodic voice
channel transmissions would cause a significant battery
drain in the individual cellular telephones. This is
avoided by monitoring control channels.

Accordingly, there are significant advantages af
forded by monitoring periodic control channel trans
missions to automatically locate mobile cellular tele
phones. Howevtr, monitoring control channels requires
detection of such weak, short duration signals that have
travelled large distances (for example, twenty-five
miles). The present inventors have developed highly
sophisticated signal processing methods and apparatus
to detect extremely brief, low power control channel
signals. Both the concept of monitoring periodic con-
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word. Because of sync bits and error correction tech
niques, each digital word is 240 bits long. With an initial
48-bit sync stream. each cellular telephone transmission
is a minimum of 288 bits long. and as long as 1488 bits.
Moreover. each discontinuous transmission by a cellu- 5
lar telephone includes a period of unmodulated carrier.
Therefore. an average transmission on the reverse con
trol channel lasts about 100 milliseconds. Cellular tele
phones also transmit in response to pages by the cellular
system, as well as in response to user-initiated calls. The 10
term "paging" is used to describe the process of deter
mining a mobile telephone's availability to receive an
incoming call. The complementary function of initiat
ing a call by the mobile telephone is called "access."
The paging and access functions occur on the control 15
channels.

When turned on but not in active use. a mobile cellu-
lar telephone periodically scans the control channels
assigned to the system and marks for use the strongest
carrier found. With the mobile receiver tuned to this 20
strongest carrier, the cellular telephone continuously
decodes a digital modulating data stream, looking for
incoming calls. Any call to a mobile terminal is initiated
like a normal telephone call. A seven- or ten-digit num
ber is dialed and the telephone network routes the call 25
to a central computer. The number is broadcast on the
control channels of every cell in the system. When a
called telephone detects its number in the incoming data
stream, it sends its identification back to the system. The
system uses a digital message on the control channel to 30
designate a channel for the telephone to use. The tele
phone tunes to this channel and the user is then alerted
to the incoming call. A similar sequence is involved
when a cellular telephone user originates a call. The
user dials the desired telephone number into a register in 35
the telephone. This number is transmitted over the con
trol channel to the nearest cell (i.e., the cell with the
strongest carrier). The system computer then designates
a channel for the call and the mobile unit is automati
cally tuned to that channel.

The cellular telephone industry has enjoyed wide
spread success in its relatively brief lifetime. New sub
scribers. apparently recognizing the many advantages
in being able to initiate and receive calls while away
from home. are being enrolled in ever-increasing num- 45
bers. Indeed, in many cities, the competition between
the A and B sides to enlist new subscribers is fIerce.
Accordingly, there is a great need for new services to
ofTer current and potentiltl subscribers. The present
invention sprang from the recognition that mobility, the 50
main advantage oITered by a cellular system. is also a
disadvantage in certain situations. For example. a lost or
stolen cellular telephone is difficult to recover. Thus, a
system that could automatically locate the telephone
would be quite beneficial to users. In addition, if the 55
cellular telephone were in an automobile and the auto
mobile were stolen, a system that could locate the tele
phone would also be able to locate the automobile, thus
providing a valuable service to users. Moreover, there
are situations where the user of a cellular telephone may 60
become lost. An example of such a situation is where
the user is driving in an unknown area at night with his
telephone in the car. Again, it would be a great advan
tage for the system to be able to automatically locate the
telephone and, upon request, inform the user of his 65
location. Similarly, a cellular telephone user experienc
ing a medical emergency who dials an emergency tele
phone number (for example, 911) may not be able to tell
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dials "911" the system would automatically tell an
emergency dispatcher the user's location.

Another element of a preferred embodiment is a
means for comparing the current location of a given
telephone with a prescribed range of locations and indi
cating an alarm condition when the current location is
not within the prescribed range. Such an element could
be used, for example, to notify a parent when the child,
who borrowed the parent's car and cellular telephone
to "go to the mall," has in fact gone somewhere else. Of
course, many other applications of such an alarm func-
tion are possible.

Yet another element of a preferred embodiment is a
means for detecting a lack of signal transmissions by a
given telephone and in response thereto automatically
paging the given telephone to cause it to initiate a signal
transmission. This would allow the system to locate a
telephone that has failed to register itself with the cellu
lar system. Such a lack-of-signal-transmission detection
feature could be used, for example, to generate an alarm
for subscribers at remote locations.

In addition, preferred embodiments may also include
means for estimating a time of arrival of a given tele
phone at a prespecified location. This would be useful,
for example, in connection with a public transportation
system to provide quasi-continuous estimated times of
arrival of busses along established routes. Of course,
many other applications of this feature are also possible.

Embodiments of the present invention may also com-
prise means for continuously tracking a given telephone
by receiving voice signals transmitted by the given
telephone over a voice channel and determining the
location of the given telephone on the basis of the voice
signals. This voice channel tracking could be used as an
adjunct to control channel tracking. This feature would
require the location system to track the channel assign-
ment of each telephone whose location is to be deter
mined. The tracking of channel assignments by the
location system could employ the dynamic channel
assignment protocol employed by the cellular system.

The present invention also provides methods for
determining the location of one or more mobile cellular
telephones. Such methods comprise the steps of: (a)
receiving the signals at at least three geographically
separated cell sites; (b) processing the signals at each
cell site to produce frames of data, each frame compris-
ing a prescribed number of data bits and time stamp bits,
the time stamp bits representing the time at which the
frames were produced at each cell site; (c) processing
the frames of data to identify individual cellular tele
phone signals and the differences in times of arrival of
the cellular telephone signals among the cell sites; and
(d) determining, on the basis of the times of arrival, the
locations of the cellular telephones responsible for the

55 cellular telephone signals.
One preferred embodiment of the inventive method

cOl'!'prises estimating the location of a cellular telephone
by p~rforming the following steps: (1) creating a grid of
theoretical points covering a prescribed geographic
area, the theoretical points being spaced at prescribed
increments of latitude and longitude; (2) calculating
theoretical values of time delay for a plurality of pairs of
cell sites; (3) calculating a least squares difference
(LSD) value based on the theoretical time delays and
measured time delays for a plurality of pairs of cell sites;
(4) searching the entire grid of theoretical points and
determining the best theoretical latitude and longitude
for which the value of LSD is minimized; and (5) start-

5
trol channel transmissions, as opposed to voice channel
transmissions, and the particular way in which this
function is carried out represent significant technologi
cal advancements.

An exemplary embodiment of the present invention 5
comprises at least three cell site systems and a central
site system. Each cell site system comprises an elevated
ground-based antenna; a baseband convertor for receiv
ing cellular telephone signals transmitted by the cellular
telephones and providing baseband signals derived from 10
the cellular telephone signals; a timing signal receiver
for receiving a timing signal common to all cell sites;
and a sampling subsystem for sampling the baseband
signal and formatting the sampled signal into frames of
digital data. Each frame includes a prescribed number 15
of data bits and time stamp bits, wherein the time stamp
bits represent the time at which the cellular telephone
signals were received. The central site system com
prises means for processing the frames of data from the
cell site systems to generate a table identifying individ- 20
ual cellular telephone signals and the differences in
times of arrival of the cellular telephone signals among
the cell site systems; and means for determining, on the
basis of the times of arrival, the locations of the cellular
telephones responsible for the cellular telephone sig- 25
nals.

In one preferred embodiment of the invention, the
central site system comprises a correIator for cross-cor
relating the data bits of each frame from one cell site
with the corresponding data bits of each other cell site. 30
In addition, this preferred embodiment comprises a
database for storing location data identifying the cellu-
lar telephones and their respective locations, and means
for providing access to the database to subscribers at
remote locations. The system also comprises means for 35
providing location data to a specific cellular telephone
user upon request by using, for example, CPDP without
setting up a voice call ("CPDP" represents the Cellular
Packet Data Protocol, which involves sending data
over voice channels when the voice channels would not 4{)

otherwise be in use). The latter feature is especially
useful in connection with laptop or handheld computers
having cellular moderns and mapping software.

Embodiments of the invention may also advanta
geously include means for merging the location data 45
with billing data for the cellular telephones and generat
ing modified billing data. In this embodiment, the billing
data indicates the cost, for each telephone call made by
the cellular telephones within a certain time period, the
cost being based upon one or more predetermined bill- 50
ing rates, and the modified billing data is based upon a
different rate for calls made from one or more pre
scribed locations. For example, the system may apply a
lower billing rate for telephone calls made from a user's
horne or office or other geographic locale.

Embodiments of the invention may also advanta
geously include means for transmitting a signal to a
selected cellular telephone to cause the selected tele
phone to transmit a signal over a control channel. Such
capability would allow the system to immediately 10- 60
cate that telephone without waiting for one of its peri
odic control channel transmissions.

In addition, embodiments of the invention may com
prise means for automatically sending location informa
tia.,;, to a pr=ribed rccei\<ing station in response to 65
receiving a distress signa1 from a cellular telephone.
With this capability, emergency assistance may be pro
vided to a user in distress. For example, when a user
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Overview

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS

Preferred embodiments of the present invention com-
25 prise a network of receivers located at multiple cell sites

in a cellular system. These receivers listen to the mobile
control channel commands/responses normally occur
ring in the cellular system and estimate the physical
location of each cellular telephone operating within the
system. Based upon the known identity of each tele
phone, obtained from listening to the control channel,
and the estimated physical location of the telephone, the
system provides a continuous, realtime data stream to a
database. The database may be collocated with the
cellular switch or may be in some other convenient
location. The data stream provided to the database
comprises a set of numbers, the fIrst number being the
telephone number of the telephone, the second number
being the estimated latitude, longitude, and altitude of
the transmitter, and the third number being the time
stamp of the measurement. The database software that
processes the data stream may be maintained by the
operator of the location system rather than the operator
of the cellular telephone system, if the two are not the
same.

The location system operates by using the frequencies
assigned to the control channels of the cellular system.
Cellular telephones use these control channels to main
tain regular contact with the cellular system, with the

50 time between each contact being typically no more than
thirty minutes and generally about ten minutes. Each
control channel comprises a 10 kbps Manchester en
coded data stream. There is only one control ·channel
used per cellular sector or omni cell site. The location

55 system is capable of functioning by listening only to the
control channel broadcasts of the cellular telephones; it
does not depend on control channel broadcasts from the
cell sites. The location system preferably comprises
equipment that is located atop cellular towers (although

60 the equipment may be located on other tall structures),
in the equipment enclosure at cells sites, and at the
central switch site(s).

Referring now to FIG. 2, a cellular telephone loca
tion system in accordance with the present invention

65 comprises at least three, and preferably more, cell site
svstems 12a, 12b, 12c, 12d. (It should be noted that this
f;gure, as well as the other figures, is simplified in that
some elements and interconnections have been omitted.

8
FIG. 6 is a block diagram of one preferred embodi

ment of a central site system 16.
FIG. 6A is a block diagram of a correlator for use in

the central site system 16.
FIG. 7 is a simplified flowchart ofa preferred operat

ing sequence of the central site system.
FlG. 7A is a block diagram depicting exemplary

embodiments of cell site systems employed in a location
system which performs cross-correlations at the cell

10 sites.
FIGS. 8A-8E are a flowchart of the operation of the

cell site system 16 in obtaining correlation data, time
delay and frequency difference (TDOA, FDOA) data,
and calculating the location of a cellular telephone on

15 the basis of such data.
FIG. 9 is a schematic diagram of a process for gener

ating a modified billing tape in accordance with the
present invention.

LSD = [Q12(Delay_Tn -Delay_On)l +Qn.
(Delay_ Tn - Delay
-013)2 +...Qx/-Delay_T:q-Delay,,-Ozyy)

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. lA is a depiction of an exemplary frequency
reuse pattern employed in a cellular telephone system.

FIG. IB is a schematic depiction of an exemplary
channel assignment pattern where cell sectoring is em
ployed.

FIG. lC is a schematic depiction of the basic compo
nents of a cellular telephone system.

FIG. 2 is a schematic diagram of a cellular telephone
location system in accordance with the present inven
tion.

FIG. 3 is a block diagram of one preferred embodi
ment of a cell site system 12.

FlG. 4 is a block diagram of one preferred embodi
ment of a baseband converter 12-3.

FIG. 5 is a schematic diagram of the data format
provided by a format block 12-5.

where, Delay_ T xy represents the theoretical delay be
tween cell sites x and y, x and y being indices represen
tative of cell sites; Delaye_Oxy represents the observed 20
delay between cell sites x and y; Qxyrepresents a quality
factor for the delay measurement between cell sites x
and y, the quality factor being an estimated measure of
the degree to which multipath or other anomalies may
have affected a particular delay measurement.

Further, the inventive method may advantageously
include detecting a first leading edge of a cellular tele
phone signal and rejecting subsequent leading edges of
the cellular telephone signal. This allows the system to
reduce the effects of multipath. 30

In addition, preferred embodiments include estimat
ing the velocity (speed and direction) of a cellular tele
phone by performing steps similar to those performed
for location estimation, including: (I) creating a grid of
h . 1· . ·b d fl· 35t eoretlca pOints covennf: ? prescn e range 0 ve OCI-

ties, the theoretical points being spaced at prescribed
increments; (2) calculating theoretical values of fre
quency difference for a plurality of pairs of cell sites; (3)
calculating a least squares difference (LSD) value based 4D
on the theoretical frequency differences and measured
frequency differences for a plurality of pairs of cell sites;
(4) searching the entire grid of theoretical points and
determining the best theoretical velocity for which the
value of LSD is minimized; and (5) starting at the best 45
theoretical velocity, performing another linearized
weighted-least-squares iteration to resolve the actual
velocity to within a prescribed tolerance.

Other features of the present invention are described
below.

7
ing at the best theoretical latitude and longitude, per
forming another linearized-weighted-least-squares iter
ation to resolve the actual latitude and longitude to
within a prescribed number of degrees or fraction of a
degree. Preferably, the calculating step (2) comprises 5
accounting for any known site biases caused by me
chanical, electrical, or environmental factors, the site
biases determined by periodically calculating the posi
tions of reference cellular transmitters at known loca
tions.

In addition, the least squares difference is preferably
given by:
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KHz located within ten to fifteen feet of the cellular
antenna for removing adjacent channel interference; (3)
an amplifier of sufficient gain to compensate for cable
loss in the distance from the amplifier to the next filter,
which is typically the height of the antenna tower plus
any horizontal distances over which the cable is routed;
(4) a second low delay bandpass filter of bandwidth 630
KHz; and (5) an automatic gain control circuit with a
dynamic range of 70 dB.

Referring now to FIG. 3, one exemplary embodiment
of a cell site system 12 includes a fIrst antenna 12-1 that
is mounted at an elevated location, preferably on the
same structure employed by the cellular telephone sys
tem to mount a ceU site antenna. The first antenna 12-1
may be independent of the cellular system or may be the
antenna employed by the cellular system; i.e., the loca
tion system may take a fraction of the signal from the
cellular system's antenna. A filter/AGC element 12-12
could advantageously be located near the antenna 12-1.
This would reduce cable losses caused by conducting
the RF signal over coaxial cable from the antenna to the
cell site receiving equipment. The cell site system 12
further includes an amplifier 12-2 (as discussed above,
the amplifier 12-2 may advantageously include sets of
filtering and AGC circuits, one for each control chan
nel); a baseband converter 12-3; a sample block 12-4,
which includes an upper sideband sampler and a lower
sideband sampler; a format block 12-5 (which may be
implemented in software); a second antenna 12-6, used
to receive timing data, for example, from a global posi
tioning system (GPS); an amplifier 12-7; a timing signal
(for example, G PS) receiver 12-8; an automatic gain
control (AGC)/control block 12-9; a 5 MHz oscillator
12-10; and a computer 12-11. The cell site system 12 is
coupled to the central site 16 (FIG. 2) via a communica
tions line 14.

The cell site system 12 receives one or more cellular
telephone signals transmitted over a control channel
from one or more cellular telephones, converts these

40 signals to baseband signals, samples the baseband signals
(wherein the sampling frequency is determined by a
clock signal provided by AGC/control block 12-9), and
forma:, the sampled signals into frames of data of a
prescribed format. The format of the data frames is
described below with reference to FIG. 5. The data
frames are processed at the central site as described
below.

The 5 MHz oscillator 12-10 provides a common refer
ence frequency for all cell site equipment. Its frequency
is controlled by the controller 12-9 based on measure
ments made by the controller of the time interval be-
tween reception of the one second mark signal from the
timing signal receiver 12-8 and an internally generated
one second mark signal.

The computer 12-11 performs three distinct functions
concurrently:

(I) It reads the output of square law detectors 54 and
60 inside the baseband convertor 12-3 (see FIG. 4 and
discussion below) and then calculates the proper con
trol signals to be sent to filter boards 48 and SO (FIG. 4)
to adjust the gain and attenuation on these boards with
the goal of maintaining their output power at a constant
level.

(2) It receives a signal at each occurrence of a one
65 second mark signal from timing signal receiver 12-8. At

this time, it reads from controller 12-9 the difTerence in
times of arrival of the one second mark signal from the
timing signal receiver 12-8 and a corresponding one
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Cell Site Systems

FIG. 3 is a block diagram of one presently preferred
embodiment of a cell site system 12. Before discussing
the exemplary cell site system depicted in this figure, it
should be noted that there are two alternative preferred
embodiments for the equipment at each cell site, with 45
the particular embodiment for a particular cellular sys
tem dependent upon desired cost.

The first embodiment is the most preferred embodi
ment, and comprises (i) an antenna suited for receiving
signals in the cellular frequency band; (2) a low delay 50
bandpass filter with a bandwidth of 630 KHz located
within ten to fifteen feet of the cellular antenna for
removing adjacent channel interference; (3) an ampli
fier of sufficient gain to compensate for cable loss in the
distance from the amplifier to the next filter, which is 55
typically the height of the antenna tower plus any hori
zontal distance over which the cable is routed; (4) a set
of twenty-one individual low delay bandpass filters,
each with a bandwidth of 30 KHz centered about one of
the twenty-one control channels; and (5) a set of 60
twenty-one automatic gain control circuits with a dy
namic range of 70 dB (note that not all of these compo
nents are depicted in FIG. 3). This embodiment is pre
ferred because of its superior interference discrimina
tion and rejection.

The second embodiment comprises (1) an antenna
suited for l't"ceiving signals in the cellular frequency
oond; (2) a \ow delay bandpass filter of bandwidth 630

9
However, the instant specification and attached draw
ings are sufficient to enable one skilled in the art to make
and use the invention disclosed herein.) Each cell site
system may be located at a cell site of the cellular tele
phone system; however, this is not required since addi- 5
tional antenna and receiving equipment could be de
ployed at locations not well covered by cell sites. FIG.
2 also shows a user with a cellular telephone lOa. As
described below, each cell site system includes an an
tenna that may be mounted on the same tower or build- 10
ing as the antenna employed by the cellular telephone
system. In addition, each cell site system includes equip
ment (described below) that may be housed in the
equipment enclosure of the corresponding cell site. In
this manner, the cellular telephone location system may 15
be overlaid on the cellular telephone system and thus
may be implemented inexpensively. The cell site sys
tems 12a, 12b, 12c, 12d are coupled via communication
links 14a, 14b. 14<:. 140' (for example, T1 communication
links) to a central site 16. The central site 16 may be 20
collocated with the cellular telephone system's MTSO.
The central site 16 may include a disk storage device 18.

The central site 16 is further coupled to a database 20,
which may be remotely located from the central site
and made available to subscribers. For example, FIG. 2 25
depicts a first terminal 22 coupled via a modem (not
shown) and telephone line to the database 20; a second
terminal 24 in radio communication with the database
20; and a third, handheld terminal 26, which is carried
by a user who also has a cellular telephone lOb. in radio 30
communication with the database. The user with the
cellular telephone lOb and handheld terminal 26 may
determine his own location by accessing the database.
The handheld terminal 26 may include special mapping
software for displaying the user's location, for example, 35
on a map, on the terminal 26. Moreover, the cellular
telephone and handheld termim.! could be combined
into one unit.
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Central Site System

FIG. 6 is a block diagram of the central site system
16. In one preferred embodiment, the central site system
includes sixteen data inputs each cO:lnected to a Tl
channel from one of the cell sites. Each data input is
connected to interface/deformatting circuitry 16-1 (for
example, a Tl CSU) which receives the bipolar Tl
signal and outputs data bits and a clock signal. The data
bits from each channel are clocked into a FIFO 16-2 by
the clock signal from that channel. A computer 16-8
selects two of the channel FIFOs through a "select 2 of
N" switch 16-3. A sample read clock 16-4 is controlled
by the computer 16-8 and a RAM control 16-5 to read
sample bits from the previously selected FIFOs. The
output of one selected channel FIFO is called "DATA
A," and the output of the other selected channel FIFO
is called "DATA B." For the DATA B samples, a
quadrat me channel is calculated by means of an approx
imate H:bert transform in the quadrature channel gen
erator 16-6. resulting in in-phase output Bl and quadra-
ture phase output B2. A complex correlator 16-7 is then
used to calculate the correlation coefficient of the
DAT A A and DATA Bl signals, and the DATA A and
DATA B2 signals, as a function of the time delay intro
duced between the DATA A, DATA Bl and DATA
A, DATA B2, respectively. The complex correlator
may be implemented in hardware or software, or a
combination of hardware and softv,'are, although hard
ware is presently preferred because it provides gre,ller
processing speed. (One exemplary embodiment of the
complex correlator is described below with reference to
FIG. 6A.) The computer 16-8 is used to read the result
ing correlations periodically. The correlation process,
comprising switching the select 2 of N switch, reading
the FIFOs, generating quadrature samples, and correla-
tion, is fast enough that a single complex correlator 16-7
can be used to sequentially process all pairs among the
sixteen data input channels.

Because cellular signals are generally weak (e.g., as
weak as 6 mW at the cellular telephone), a reliable and
accurate method is required to detect the signal at as
many cell sites as possible, and then to accurately time
the same edge of the received signal at each cell site.
This ability to accurately tlme the arrival of the signal is
critical to calculating the delays between pairs of cell
sites, and therefore to calculate position.

Referring now to FIG. 6A, the predetection cross
correlation method employed in preferred embodi
ments of the present invention involves inputting a
sampled strong cellular signal from a first cell site to an
input 72 and inputting a delayed sampled cellular signal
from any of second, third, fourth, etc., cell sites to an
input 70. The correiator may be embodied in either

55 hardware or software, as economics dictate for a partic
ular system. The correlator preferably includes sixteen
channels of shift registers 74, two-bit multipliers 76, and
counters 78. Multiple correIators may be used in series,
With each correIator passing bits through its shift regis
ter to the next correiator, creating multiple delay chan
nels.

The sampled cellular signal from a second cell site is
input to the chained shift registers 74. The outputs from
the registers are then applied simultaneously to all two
bit multipliers. For each delay channel, the signal input
at 70 delayed by a prescribed number of sample periods
is applied to each multiplier along with the sampled
cellular signal input at 72. The outputs of the multipliers
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second mark signal internal to controller 12-9. The one
second mark signal internal to the controller 12-9 is
generated from the 5 MHz oscillator 12-10. The com
puter then calculates a signal t::J be sent back to the S
MHz oscillator to alter its frequency of oscillation with 5
the goal of causing the timing receiver's one second
mark signal and the internally generated one second
mark signal to occur simultaneously.

(3) It calculates the information to be encoded in the
status bits (see FIG. 5) and sends that information to the 10
controller 12-9.

Referring to FIG. 4, one preferred embodiment of the
baseband convertor 12-3 includes an RF input connec-
tor 30 to which the elevated ground-based antenna 12-1
(FIG. 3) is connected (via amplifier 12-2 and filter- 15
/ AGe 12-12), followed by an attenuator 32 and band
pass flIter 34, which sets the level and restricts the fre
quency response of the baseband convertor. The filter
34 is followed by a single sideband mixer 36 that mixes
the RF frequency down to a fiTst IF frequency by ac- 20
tion of a local oscillator signal from buffer amplifier 38.
The IF frequency in the preferred embodiment is in the
vicinity of 10 MHz. The output of the buffer amplifier
38, in addition to being directed to mixer 36, is also
directed to the divider 42, where it is compared with a 25
5 MHz reference frequency from the controller 12-9
(FIG. 3). The output of divider 42 is used to control the
frequency of an oscillator 40 so that the collective ac
tion of oscillator 40, divider 42, and buffer amplifier 38
provides a local oscillator signal that is phase locked to 30
the 5 MHz reference frequency from the controller
12-9. The signal at the first IF frequency is then directed
to single sideband mixer 44, where it is mixed down to
a baseband frequency by the action of a computer con
trolled synthesizer 46. Synthesizer 46 is also phase 35
locked to the 5 MHz signal from the controller The
upper sideband (USB) output of mixer 44 is then di
rected to filter/automatic gain control (AGC) amplifier
48, where it is filtered and its power is continually ad
justed to a nominal value. The lower sideband (LSB) 40
output of mixer 44 is similarly acted upon by filter-
/ AGC amplifier 50. The output of the filter/AGC am
plifier 48 includes a 375 KHz signal at 0 dBm directed to
the upper sideband sampler (which is part of sample
block 12-4) on wire 52, a separate output at - 22 dBm 45
directed to a square law detector 54, and a separate
output directed to a front panel monitor (not shown).
The output of the filter/ A9C amplifier 50 includes a
375 KHz signal at 0 dBm directed to the lower sideband
sampler on wire 64, a separate output at - 22 dBm 50
directed to a square law detector 60, and a separate
output directed to the front panel monitor. The base
band converter 12-3 also includes a power distribution
board 57 that provides power to the filter/AGC circuits
48,50.

FIG. 5 depicts a presently preferred format of the
data provided by the format block 12-5 to the central
site 16 (FIG. 2) via the communications line 14. As
shown, the format block 12-5 provides approximately
1.536 Mbps of data to the communications line. Each 60
frame includes 64 sync bits, 48 status bits, 60 kb of sam
ple data (1.5 Mbs divided by 2S frames per second), and
approximately 3.6 kb of "filler" data. The 1.5 Mb of
sample data represent the upj'er sideband and lower
side signal samples. The status bIlS include a time stamp 65
re;xesenting the exact time the frame of data was cre
ated (which is essentially the same as the time the RF
signal was received at the cell site in question),
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2. Control Channel Signal Detection

The inventive method for detecting extremely weak
control channel signals has two preferred embodiments,
the selection of which is dependent on the desired capi
tal and operating costs for implementing any particular
system. Both methods compensate for the variability of
a particular cel1ular signal. That is, a transmission on the
control channel is comprised of multiple fields, such as
the cel1ular telephone number, the electronic serial
number, any dialed digits, the message type, and status
and other bits, which make a cel1ular signal variable.
Therefore, the signal cannot be compared against any
stored signal because each transmission is potential1y
unique.

In method one, the cel1 site systems are of higher
capital cost, but the communication links are of lower
speed, for example, 56 Kbps, and therefore lower opera
tional cost. FIG. 7A schematically depicts this method
by illustrating the functional components of the cell site
systems. In this method, cross-correlations are per
formed at the cell sites in the following manner. For
each "strong" signal (e.g., signal "A" ) received on a
particular control channel at a particular first cell site
(where "strong" is at least several dB above the noise
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power) of each signal to determine its telephone num·
ber. Thereafter, the location and telephone number data
for each telephone is written to the database 20 or
stored locally via the local disk storage device 18 (FIG.
2). Finally, the data may be provided to a user, dis
patcher, or billing system. The fields (data) sent to the
user, dispatcher, or billing system would preferably
include the data bits representing the dialed digits, the
status bits, and the message type from the standard
cellular control channel message. The data bits could be
used by the user or a dispatcher to send coded messages
to a display terminal. Thus, in addition to the location
services, the location system could provide a limited
form of messaging at no incremental cost.

It should be noted that the expression "time differ·
ence of arrival," or TDOA, may refer to the time of
arrival of a cellular telephone signal at one cell site (for
example, cell site A) as determined by a clock reading at
that cell site minus the time of arrival of the same cellu-

20 lar telephone signal at a second cell site (cell site B) as
determined by a clock reading at the second cell site.
This analysis would be carried out for all pairs of cell
sites A, B. However, the individual times of arrival need
not be measured; only the difference between the sig
nals, times of arrival at the cell sites of a given pair is
required. In addition, frequency difference of arrival, or
FDOA, refers to the frequency of the cellular signal at
a first cell site (cell site A), measured by comparison

30 (effectively) with the cell site's 5 MHz oscillator signal,
minus the same quantity for another site (cel1 site B).
The TDOA data may be used to estimate the latitude
and longitude of the cellular telephone by calculating
that latitude and longitude for which the sum of the
squares of the difference between the observed TDOA
and the TDOA calculated on the basis of the cell site
geometry and the assumed cel1ular telephone location is
an absolute minimum, where the search of trial latitudes
and longitudes extends over the entire service area of
the system. The FDOA data may be used to measure
the velocity (speed and direction of motion) of the cel
lular telephone. The velocity estimation may be carried
out in manner similar to the location estimation.

Location System Operation

1. Overview

_.:.2...;:X~lOO::::..:ki::i.·I~o~m~e~te.!..:rs,--x 71,428,-1 = 48 lags
3 X 105 kilometers/sec

---,2"-"x,-,-,I00",-,..",il-",o",m~et,,,e:..ors_ x 750,000 s-1 = 500 lags
3 X 105 kilometers/sec

As discussed above, another embodiment employs
individual receivers for each cellular control channel. If
this signal were sampled at 71.428 KHz, the number of
lags required would be: 25

FIG. 7 is a simplified flowchart of the processing
performed by the central site system 16. (A detailed
flowchart of the signal processing is provided by FIGS. 35
8A-8E.) First, this system receives a frame of data from
each of the cell sites. Next, each frame from a given cell
site (or the sampled signal portion of each frame) is
cross-correlated with each corresponding frame (or the
sample portion of each other frame) from the other cell 40
sites. (The term "corresponding" refers to frames being
associated with the same interval of time). Next, the
system generates a table of data identifying the individ-
ual signals received by the cellular telephone location
system during the interval of time represented by the 45
frames of data currently being processed, the individual
signals being represented by the letters "A" , "B" , "C"
in FIG. 7. The table fprther identifies the times of ar
rival of the signals at each cell site. These times of ar
rival are represented by the subscripts "T I", "T2", 50
"T3". The system therefore identifies the signals re
ceived from one or more cellular telephones during a
certain interval of time, and further identifies the time
that such signals arrived at the respective cell sites. This
information is then used to calculate time difference of 55
arrival (TDOA) and frequency difference of arrival
(FDOA) data, the latter being employed to estimate
velocity. This data is then filtered to remove points the
system judges to be erroneous. Next, the mtered TDOA
data is employed to calculate the location (for example, 60
in terms of latitude and longitude) of the individual
cellular telephone responsible for each signal A, B, C.
Next, the system decodes the telephone number corre
sponding to each cellular telephone whose location has
been determined. The decoding of the telephone num- 65
ber may be accomplished with software in computer
16-8 or in nanhvare (not shown) located at the cell sites.
The system employs the strongest sample (highest
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76 are input to summation circuitry, comprising twenty
four-bit counters 78. The output of each counter is pro
portional to the strength of the cross-correlation for a
particular relative delay.

By using a plurality of delays, or correlation chan- 5
nels, a large range of relative delays can be measured
simultaneously. The number of "lags" required is based
upon the geographic area to be searched, in terms of
position determination, the speed of light, and the band
width of the received signal being applied to the corre· 10
lator. For example, in the embodiment described above,
the control channels are grouped into an upper and
lower sideband, each with a bandwidth of 375 KHz.
This signal must be sampled at the minimum Nyquist
rate or greater, for example, 750 Kbps. If an area of 100 15
kilometers is to be searched, the number oflags required
is
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level), that strong signal is first applied to a signal de
coder, such as that used by the cellular system itself.
This decoder demodulates the cellular signal to produce
the original digital bit stream which had been modu
lated to produce the cellular signal. If the decoder can- 5
not demodulate the digital stream within allowable
error thresholds, this strong signal is rejected as a start
ing point for the remaining part of this process. This
digital bit stream is then modulated by the cell site sys
tem to reconstruct the original signal waveform as it 10
was first transmitted by the cellular telephone. This
reconstructed signal waveform is cross-correlated
against the received signal at the fITst cell site. The
cross-correlation produces a peak from which an exact
time of arrival can be calculated from a predetermined 15
point on the peak.

The first cell site system then sends the demodulated
digital bit stream and the exact time of arrival to the
central site over the communications line. The central
site then distributes the demodulated digital bit stream 20
and the exact time of arrival to other cell sites likely to
have also received the cellular transmission. At each of
these other second, third, fourth, etc., cell sites, the
digital bit stream is modulated by the cell site system to
reconstruct the original signal waveform as it was first 25
transmitted by the cellular telephone. This recon
structed signal waveform is cross-correlated against the
signal received at each cell site during the same time
interval. In this case, the same time interval refers to a
period spanning several hundred to several thousand 30
microseconds of time in either direction from the time
of arrival of the strong signal at the first cell site. The
cross-correlation mayor may not produce a peak; if a
peak is produced, an exact time of arrival can be calcu
lated from a predetermined point on the peak. This 35
exact time of arrival is then sent via the communications
line to the central site, from which a delay difference for
a particular pair of cell sites can be calculated. This
method permits the cell site systems to extract time of
arrival information from an extremely weak signal re- 40
ception, where the weak signal may be above or below
the noise level. In addition, cross-correlating at cell sites
enables the cell site systems to detect a first leading edge
of a cellular telephone signal and to reject subsequent
leading edges caused by multipath. The value of this 45
technique for reducing the effects of multipath will be
appreciated by those skilled in the art. This method is
applied iteratively to sufficient pairs of cell sites for
each strong signal received at each cell site for each
sample period. For any given telephone transmission, 50
this method is only applied once. The results of the
delay pairs for each signal are then directed to the loca
tion calculation algorithm.

In method two, the cell site systems are of relatively
low cost, as they are primarily responsible for sampling 55
each of the control channels and sending the sampled
information back to the central site. However, because
no correlation is performed at the cell site, all sampled
data must be sent back to the central site. This requires
a high speed communications line, for example, a TI 60
line. The central site receives data from all cell sites
over identical communications lines, where the data has
been sampled and time stamped using the same time
reference (derived from timing receiver). This method
is applied iteratively to sufficient pairs of cell sites for 65
each strong signal received at each cell site for each
sample period. This method is only applied once for any
given telephone transmission. The results of the delay
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pairs for each signal are then directed to the location
calculation algorithm described below.

3. Location Calculation

A preferred algorithm used for calculating the loca
tion of a cellular telephone is an iterative process. The
first step of the process involves creating a grid of theo
retical points covering the geographic area of the cellu
lar telephone system. These points may be, for example,
at ~ minute increments or some other increment of lati
tude and longitude. From each of these theoretical
points, the theoretical values of delay are calculated for
each relevant pair of cell sites. In calculating the theo
retical values of delay, any known site biases are incor
porated into the calculation. Known site biases can be
caused by any number of mechanical, electrical, or
environment factors and may vary from time to time.
The site biases are determined by periodically locating
the positions of reference cellular transmitters. Since
the reference transmitters are, by definition, at known
locations, any variance in the calculated position of the
transmitter from the known position is assumed to have
been caused by permanent or temporary site biases.
These site biases are assumed to also affect the measure
ments of the unknown positions of cellular telephones.

Once the theoretical delays are calculated from each
theoretical point on the grid, a least squares difference
calculation is performed between the theoretical delays
and the actual observed delays for each pair of cell sites
for which delays could be determined by correlation.
The least squares calculation takes into consideration a
quality factor for each actual delay measurement. The
quality factor is an estimated measure of the degree to
which multipath or other anomalies may have affected
that particular delay measurement. (This quality factor
is described below.) Therefore, the least squares differ
ence equation takes the form:

LSD= [Q12(Delay_ TI2 - Delay_012)2 + Q13·
(Delay_TI3- Ih1ay_OI3)2
+...Q:r)Delay_ T:ry-Ihlay_O:ry)2j

where, Delay_ T xy is the theoretical between cell sites x
and y; Delay_Oxy is the observed delay between cell
sites x and y; Qxy is the quality factor the delay measure
ment cell sites x and y; and LSD is the least squares
difference value that is absolutely minimized over the
cellular system's geographic area.

The algorithm searches the entire grid of theoretical
points and determines the best theoretical point for
which the value of LSD is minimized. Starting at this
best theoretical latitude-longitude, the algorithm then
performs another linearized-weighted-Ieast-squares iter
ation similar to the above-described process to resolve
the actual latitude-longitude to within 0.0001 degrees,
or any other chosen resolution. By performing the cal
culation of latitude-longitude in two steps, the amount
of processing required may be greatly reduced over
other approaches. .

Those familiar with the art will note that this iterative
method of determining position automatically incorpo
rates geometric dilution of precision (GDOP) consider
ations into the calculation of the position of the cellular
telephone. That is, no separate GDOP table is required
since both iterations in the calculation of the grid of
theoretical delay values also calculate error values.

Cellular telephone signals are subject to multipath
and other impairments in travelling from the cellular
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FIGS. 8C-8E depict the location estimation process.
Referring to FIG. 8C, the system first retrieves the
observed delays and frequencies. The corresponding
telephone information is then retrieved. Thereafter, the
latitude and longitude are set to starting latitude, longi
tude values. Given the starting values, the system then
calculates theoretical values of delays, taking account
of site biases, if any. The system then obtains the sum of
squares of the observed delays minus the computed
delays. This is denoted "X". The system then deter
mines whether this is the smallest "X" obtained thus far.
If not, the system branches forward as shown to incre
ment the starting longitude value. If this is the smallest
"X", the latitude is saved in "BEST_LAT" and the
longitude is saved in "BEST_LON". The system then
determines whether another longitude and latitude
should be tested. If not, the system performs a linea
rized-weighted-Ieast-squares iteration step, starting at
BEST_LAT and BEST_LON, to determine correc
tion values "LAT_CORRECTION" and "LON_
CORRECTION".

Referring now to FIG. 8D, the location determina
tion process is continued by determining whether the
magnitude ofLAT_CORRECTION is'less than 0.0001
degrees. Similarly, the system determines whether
LON_CORRECTION is less than 0.0001 degree. If
either of these tests yields a negative result, the value of
LAT_CORRECTION is added to BEST_LAT and
the value of LON CORRECTION is added to BEST_
LON , and the processing branches back to perform
another Iinearized-weighted-Ieast-squares iteration step
(FIG. 8C). Once the magnitudes of LAT_CORREC
TION and LON_CORRECTION are less than 0.0001,
the system proceeds with the velocity calculation by
setting a speed variable to zero and a direction variable
to zero (i.e., North). Given these starting values of
speed and direction, the system calculates theoretical
values of frequencies, taking account of any site bias.
The system then computes the sum of the squares of
observed frequencies minus computed frequencies. This
sum is denoted "Y". The system then determines
whether this value of "Y" is the smallest obtained thus
far. If so, the speed is saved in "BEST_SPEED" and
the direction is saved in "BEST_DIRECTION". The
system then determines whether another direction
should be tested. If so, the direction is incremented and
the processing branches back as shown. Similarly, the
system determines Whether another speed should be

50 tried and, if so, increments the speed and branches back
as shown. If the system decides not to try another direc
tion or speed, it performs a linearized-weighted-least
squares calculation, starting at BEST_SPEED and
BEST_DIRECTION, to determine correction values
"SPEED_CORRECTION" and "DIRECTION_
CORRECTION". Thereafter, the system determines
whether the magnitude of SPEED_CORRECTION is
less than a specified value, e.g., one mile per hour. If so,
the system determines whether the magnitude of DI-
RECTION_CORRECTION is less than I'. If either of
these tests results in an affirmative answer. the system
adds SPEED_CORRECTION to BEST_SPEED and
adds DIRECTION_CORRECTION to BEST_DI
RECTION, and the processing branches back as shown
to perform another linearized-weighted-Ieast-squares
calculation. If SPEED_CORRECTION is less than 1
mile per hour and DIRECTION_CORRECTION is
less than 1', the system outputs the telephone informa-
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telephone to the various cell sites. Therefore, the meth
ods described herein incorporate compensation for mul
tipath. As described above, the symbol rate of the digi
tal bit stream of the cellular control channel is 10 Kbps,
which has a bit time of 100 microseconds. Published 5
multipath studies have shown typical multipath delays
of 5 to 25 microseconds in urban and suburban settings.
The present inventors have discovered that the typical
effect of multipath in this case would be to lengthen the
bit times of the digital data streams and that the correla- 10
tion algorithms described above can determine the de
gree to which a particular transmission has been im
paired. As mentioned above, when a cross-correlation is
performed, a quality factor Qxv may be calculated based
upon the size of the peak generated by the cross-corre- 15

lation and the width of the peak, where Qxy is the qual-
ity factor for a particular delay value measurement for
a particular pair of cell sites. This quality factor is useful
to weight the least squares calculation used in position
determination and thereby mitigate the effects of multi- 20
path.

FIGS. 8A-8E are, collectively, a flowchart of the
signal processing employed by the location system to
(I) obtain correlation data, (2) obtain time delay and
frequency difference data, and (3) calculate location 25
data. Referring now to FIG. 8A, which depicts the
processing employed to obtain correlation data, the
processing begins by making a determination whether
the received power is above a prescribed threshold at
any cell site. If so, the complex correlator inputs are set 30
to process that cell site's data as an autocorrelation, i.e.,
with both inputs set to receive the data from the same
cell site. The system then waits until the correlator is
finished computing the autocorrelation data. Thereaf
ter, the autocorrelation data is Fourier transformed to 35
obtain power spectrum data. Next, the system deter
mines which signal channels have transmissions and
saves the results. Next, a time index is cleared, and then
the system sets the correlator input "B" to receive data
from another cell site, leaving the "A" input un- 40
changed. The system then waits until the correlator is
finished, and then saves the correlation results. Thereaf
ter, the system makes a determination whether there is
a "B" cell site that has not been processed yet. If so, the
processing branches back as shown to process the data 45
from that cell site. If not, the system determines
whether power is still being received; if not, this part of
the processing is finished; if so, the time index is incre
mented and the "B" ~hannel cell site signals are pro
cessed again, as shown.

The processing performed to obtain time delay and
frequency difference data is depicted in FIG. 8B. The
system first sets a fITst index to a site index for the site at
which power was detected. Thereafter, a second index
is set to another site. The time index is then set to a first 55
time. The correlation data is then stored in a row of a
two dimensional array, where the row number corre
sponds to the time index. Next, the system determines
whether another time sample is to be processed; if so,
the time index is incremented and the system branches 60
back as shown. If not, the data in the two-dimensional
array is Fourier transformed. The transformed data is
then searched for the highest amplitude. An interpola
tion is then performed to estimate the peak of the trans
formed data. The time delay and fre<]uency difference 65
results are then saved. The system then determines
whether the second index is to be incremented and, if
so, branches back as shown.
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tion, BEST_LAT , BEST_LON , BEST_SPEED,
and BEST_DIRECTION.

Applications

There are a variety of commercially valuable applica- 5
tions of the inventive technology disclosed herein. For
example, in addition to the basic function of tracking the
location of a mobile cellular telephone, the present in
vention may be employed to offer subscribers billing
rates that vary on the basis of the location from which 10
a call was made. As depicted in FIG. 9, a location tape,
containing a record over time of the locations of the
subscribers' cellular telephones, may be merged with a
billing tape to produce a modified billing tape. The
billing tape contains data indicating the cost for each 15

telephone call made by the cellular telephones within a
certain time period. This cost is based upon one or more
predetermined billing rates. The modified billing data is
based upon a different rate for calls made from certain
specified locations. For example, the system may apply 20
a lower billing rate for telephone calls made from a
user's home or office.

The invention may also be employed to provide
emergency assistance, for example, in response to a

25"911" call. In this application, the location system in-
cludes means for automatically sending location infor
mation to a specified receiving station in response to
recei ving a "911" signal from a cellular telephone.

Further, the invention may be employed in connec- 30
tion with an alarm service. In this application, a means
is provided for comparing the current location of a
given telephone with a specified range of locations and
indicating an alarm condition when the current location
is not within the prescribed range. 35

Yet another application involves detecting a lack of
signal transmissions by a given telephone and in re
sponse thereto automatically paging the telephone to
cause it to initiate a signal transmission. This allows the
system to locate a telephone that has failed to register 40
itself with the cellular system. Such a feature could be
used, for example, to generate an alarm for subscribers
at remote locations.

Still another application involves estimating a time of
arrival of a given telephone at a specified location. This 45
application is useful, for example, in connection with a
public transportation system to provide estimated times
of arrival of busses along established routes. Many other
applications of this feature are also possible.

Conclusion

Finally, the true scope the present invention is not
limited to the presently preferred embodiments dis
closed herein. For example, it is not necessary that all or
even any of the "cell site systems" be collocated with 55
actual cell sites of an associated cellular telephone sys
tem. Moreover, communication links other than TI
links may be employed to couple the cell site systems to
the central site system. In addition, the timing signal
receiver need not be a GPS receiver, as other means for 60
providing a common timing signal to all cell site sys
tems will be apparent to those skilled in the art. Further
more, the present invention may be employed in con
nection with many applications not specifically men
tioned above. These include stolen vehicle recovery, 65
fleet management, cell system diagnostics, and highway
management. Accordingly, except as they may be ex
pressly so limited, the scope of protection of the follow-
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ing claims is not intended to be limited to the particular
ities described above.

We claim:
1. A cellular telephone location system for determin

ing the locations of multiple mobile cellular telephones
each initiating periodic signal transmission over one of a
prescribed set of reverse control channels, comprising:

(a) at least three cell site systems, each cell site system
comprising: an elevated ground-based antenna; a
baseband convertor operatively coupled to said
antenna for receiving cel1ular telephone signals
transmitted over a reverse control channel by said
cellular telephones and providing baseband signals
derived from the cellular telephone signals; a tim
ing signal receiver for receiving a timing signal
common to all cell sites; and a sampling subsystem
operatively coupled to said timing signal receiver
and said baseband convertor for sampling said
baseband signal at a prescribed sampling frequency
and formatting the sample signal into frames of
digital data, each frame comprising a prescribed
number of data bits and time stamp bits, said time
stamp bits representing the time at which said cel
lular telephone signals were received; and

(b) a central site system operatively coupled to said
cell site systems, comprising: means for processing
said frames of data from said cell site systems to
generate a table identifying individual cellular tele
phone signals and the differences in times of arrival
of said cellular telephone signals among said cell
site systems; and means for determining, on the
basis of said times of arrival differences, the loca
tions of the cellular telephones responsible for said
cellular telephone signals.

2. A cellular telephone location system as recited in
claim 1, wherein said timing signal receiver comprises a
global positioning system (GPS) receiver.

3. A cellular telephone location system as recited in
claim 1, wherein said central site system comprises a
correlator for cross-correlating the data bits of a frame
from one cell site system with corresponding data bits
from each other cell site system.

4. A cellular telephone location system as recited in
claim 3, wherein said central site system further com
prises:

a plurality of data inputs ports each connected to
receive a signal from one of said cell site systems;

interface/deformatting circuits for receiving the sig
nals from said input ports and outputting data bits
and a clock signal;

a plurality of FIFO registers each coupled to an inter
face/deformatting circuit to receive the data bits
and clock signal from that circuit;

a switch comprising a plurality of input ports, each
input port coupled to an output of one of said FIFO
registers, and a first output port (A) and a second
output port (B), said first output port coupled to an
input port of said correlator;

a computer operatively coupled to said switch to
select two of the inputs to said switch to be output
on the output ports of said switch;

a RAM control circuit coupled to said computer and
said FIFO registers;

a sample read clock controlled by said computer and
said RAM control to read sample bits from previ
ously selected FIFO registers; and

a quadrature channel generator comprising an input
port coupled to said second output port of said
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means at said central site for determining time differ

ence of arrival data on the basis of said first and
second time of arrival data.

7. A cellular telephone location system as recited in
claim 1, comprising location estimation means for:

(I) creating a grid of theoretical points covering a
prescribed geographic area, said theoretical points
being spaced at prescribed increments of latitude
and longitude;

(2) calculating theoretical values of time delay for a
plurality of pairs of cell sites;

(3) calculating a least squares difference (LSD) value
based on the theoretical time delays and measured
time delays fer a plurality of pairs of cell sites;

(4) searching the entire grid of theoretical points and
determining the best theoretical latitude and longi
tude for which the value of LSD is minimized; and

(5) starting at the best theoretical latitude and longi
tude, performing another linearized-weighted
least-squares iteration to resolve the actual latitude
and longitude to within a prescribed number of
degrees or fraction of a degree.

8. A cellular telephone location system as recited in
claim 7, wherein said calculating step (2) comprises
accounting for any known site biases caused by me
chanical, electrical, or environmental factors, said site
biases determined by periodically calculating the posi
tions of reference cellular transmitters at known loca
tions.

9. A cellular telephone location system as recited in
claim 7, wherein said least squares difference is given
by:

where, Delay_T xy represents the theoretical delay be
tween cell sites x and y, x and y being indices represen
tative of cell sites; Delay_Oxy represents the observed
delay between cell sites x and y; Qxyis the quality factor
the delay measurement cell sites x and y, said quality
factor being an estimated measure of the degree to
which multipath or other anomalies may have affected

45 a particular delay measurement.
10. A cellular telephone location system as recited in

claim 7, further comprising means for detecting a first
leading edge of a cellular telephone signal and rejecting
subsequent leading edges of said cellular telephone sig
nal, whereby the effects of multipath may be reduced.

11. A cellular telephone location system as recited in
claim 1, comprising velocity estimation means for:

(1) creating a grid of theoretical points covering a
prescribed range of velocities, said theoretical
points being spaced at prescribed increments;

(2) calculating theoretical values of frequency differ
ence for a plurality of pairs of cell sites;

(3) calculating a least squares difference (LSD) value
based on the theoretical frequency differences and
measured frequency differences for a plurality of
pairs of cell sites;

(4) searching the entire grid of theoretical points and
determining the best theoretical velocity for which
the value of LSD is minimized; and

(5) starting at the best theoretical velocity, perform
ing another linearized-weighted-Ieast-squares itera
tion to resolve the actual velocity to within a pre
scribed tolerance.
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switch and a first output port (E1) and a second
output port (E2), and means for outputting an in
phase signal on said first output port (E1) and a
quadrature signal on said second output port (E2);

wherein said correIator calculates a first correlation
coefficient for said DATA A and DATA Bl sig
nals, and a second correlation coefficient for said
DAT A A and DATA B2 signals.

5. A cellular telephone location system as recited in
claim 1, wherein said baseband convertors each com- 10
prise: a first mixer providing an intermediate frequency
(IF) signal; a synthesizer providing a local oscillator
(La) signal; a single sideband mixer operatively cou
pled to said first mixer and said synthesizer for convert
ing said IF signal to an upper sideband signal and a 15
lower sideband signal; and means for filtering said upper
sideband and lower sideband signals and providing said
baseband signals on the basis of the filtered upper and
lower sideband signals.

6. A cellular telephone location system as recited in 20
claim 1, comprising:

first receiver means at a first cell site for receiving a
cellular telephone signal;

demodulator means at said first cell site for demodu
lating the received cellular telephone signal at said 25
first cell site to produce a demodulated digital bit
stream;

first modulator means at said first cell site for modu
lating the demodulated digital bit stream to recon
struct the cellular telephone signal as it was origi- 30
nally transmitted, whereby a first reconstructed
cellular telephone signal is produced;

first cross-correlator means at said first cell site for
cross-correlating said reconstructed signal against
the cellular telephone signal received at said first 35
cell site to produce a first peak indicative of a time
of arrival of the cellular telephone signal at the first
cell site;

means for determining the time of arrival of the cellu-
lar telephone signal at the first cell site on the basis 4D
of said first peak and producing first time of arrival
data indicative thereof;

means for sending the demodulated digital bit stream
and first time of arrival data from the fLrst cell site
to the central site;

means for distributing the demodulated digital bit
stream and first time of arrival data to a second cell
site;

second modulator means at said second cell site for
modulating the demodulated digital bit stream at 50
the second cell site to reconstruct the cellular tele
phone signal as it was fLrst transmitted by the cellu-
lar telephone, whereby a second reconstructed
cellular telephone signal is produced;

second receiver means at said second cell site for 55
receiving said cellular telephone signal;

second cross-correlator means at said second cell site
for cross-correlating the second reconstructed sig
nal against the cellular telephone signal received at
the second cell site to produce a second peak indic- 60
ative of a time of arrival of the cellular telephone
signal at the second cell site;

means for determining the time of arrival of the cellu-
lar telephone signal at the second cell site on the
basis of said second peak and producing second 6S

time of arrival data indicative thereof;
means for sending said second time of arrival data

from the second cell site to the central site; and
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locations, and for providing access to said database
to subscribers at remote locations.

23. A ground-based cellular telephone ~ystem as re
cited in claim 22, further comprising means for provid

5 ing location data to a specific one of said cellular tele
phones upon request by the specific telephone.

24. A ground-based cellular telephone system as re-
cited in claim 22, further comprising means for merging
said location data with billing data for said cellular
telephones and generating modified billing data,
wherein said billing data indicates the cost for each
telephone call made by said cellular telephones within a
certain time period, said cost being based upon one or
more predetermined billing rates, and said modified
billing data is based upon a different rate for calls made
from one or more prescribed locations.

25. A ground-based cellular telephone system as re
cited in claim 22, further comprising means for transmit
ting a signal to a selected cellular telephone to cause
said selected telephone to transmit a signal over a con
trol channel.

26. A ground-based cellular telephone system as re
cited in claim 22, further comprising means for automat
ically sending location information to a prescribed re
ceiving station in response to receiving a distress signal
from a cellular telephone, whereby emergency assist
ance may be provided to a subscriber in distress.

27. A ground-based cellular telephone system as re
cited in claim 22, further comprising means for compar
ing the current location of a given telephone with a
prescribed range of locations and indicating an alarm
condition when said current location is not within said
prescribed range.

28. A ground-based cellular telephone system as re-
cited in claim 22, further comprising means for detect
ing a lack of signal transmissions by a given telephone
and in response thereto automatically paging said given
telephone to cause said given telephone to initiate a
signal transmission.

29. A ground-based cellular telephone system as re
cited in claim 22, further comprising means for estimat
ing a time of arrival of a given telephone at a prespeci
fied location.

30. A ground-based cellular telephone system as re
cited in claim 22, further comprising means for continu
ously tracking a given telephone by receiving voice
signals transmitted by said given telephone over a voice
channel and determining the location of said given tele-
phone on the basis of said voice signals.

31. A method for determining the location(s) of one
or more mobile cellular telephones periodically trans
mitting signals over one of a prescribed set of reverse
control channels, comprising the steps of:

(a) receiving said reverse control channel signals at at
least three geographically-separated cell sites;

(b) processing said signals at each cell site to produce
frames of data, each frame comprising a prescribed
number of data bits and time stamp bits, siud time
stamp bits representing the time at which said
frames were produced at each cell site;

(c) processing said frames of data to identify individ
ual cellular telephone signals and the differences in
times of arrival of said cellular telephone signals
among said cell sites; and

(d) determining, on the basis of said times of arrival
differences, the locations of the cellular telephones
responsible for said cellular telephone signals.
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12. A cellular telephone location system as recited in

claim I, further comprising a database for storing loca
tion data identifying the cellular telephones and their
respective locations, and means for providing access to
said database to subscribers at remote locations.

13. A cellular telephone location system as recited in
claim 12, further comprising means for providing loca
tion data to a specific one of said cellular telephones
upon request by the specific telephone.

14. A cellular telephone location system as recited in 10
claim 12, further comprising means for merging said
location data with billing data for said cellular tele
phones and generating modified billing data, wherein
said billing data indicates the cost for each telephone
call made by said cellular telephones within a certain 15
time period, said cost being based upon one or more
predetermined billing rates, and said modified billing
data is based upon a different rate for calls made from
one or more prescribed locations.

15. A cellular telephone location system as recited in 20
claim 14, wherein the system applies a lower billing rate
for telephone calls made from a user's home.

16. A cellular telephone location system as recited in
claim 1, further comprising means for transmitting a
signal to a selected cellular telephone to cause said 25
selected telephone to transmit a signal over a control
channel.

17. A cellular telephone location system as recited in
claim I, further comprising means for automatically
sending location information to a prescribed receiving 30
station in response to receiving a distress signal from a
cellular telephone, whereby emergency assistance may
be provided to a user in distress.

18. A cellular telephone location system as recited in
claim I, further comprising means for comparing the 35
current location of a given telephone with a prescribed
range of locations and indicating an alarm condition
when said current location is not within said prescribed
range.

19. A cellular telephone location system as recited in 40
claim I, further comprising means for detecting a lack
of signal transmissions by a given telephone and in re
sponse thereto automatically paging said given tele
phone to cause said given telephone to initiate a signal
transmission and means for indicating an alarm condi- 45
tion.

20. A cellular telephone location system as recited in
claim 1, further comprising.means for estimating a time
of arrival of a given telephone at a prespecified location.

21. A cellular telephone location system as recited in 50
claim 1, further comprising means for continuously
tracking a given telephone by receiving voice signals
transmitted by said given telephone over a voice chan
nel and determining the location of said given telephone
on the basis of said voice signals.

22. A ground-based cellular telephone system serving
a plurality of subscribers possessing mobile cellular
telephones, comprising:

(a) at least three cell sites equipped to receive signals
sent by multiple mobile cellular telephones each 60
initiating periodic signal transmissions over one of
a prescribed set of reverse control channels;

(b) locating means for automatically determining the
locations of said cellular telephones by receiving
and processing signals emitted during said periodic 65
reverse control channel transmissions; and

(c) database means for storing location data identify
ing the cellular telephones and their respective
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32. A method as recited in claim 31, further compris-

ing the steps of storing, in a database, location data
identifying the cellular telephones and their respective
locations, and providing access to said database to sub
scribers at remote locations.

33. A method as recited in claim 31, further compris
ing merging said location data with billing data for said
cellular telephones and generating modified billing data,
wherein said billing data indicates the cost for each
telephone call made by said cellular telephones within a 10
certain time period, said cost being based upon one or
more predetermined billing rates. and said modified
billing data is based upon a different rate for calls made
from one or more prescribed locations.

34. A method as recited in claim 31, further compris- 15
ing transmitting a signal to a selected cellular telephone
to cause said selected telephone to transmit a signal over
a control channel.

35. A method as recited in claim 31, further compris
ing automatically sending location information to a 20
prescribed receiving station in response to receiving a
distress signal from a cellular telephone, whereby emer
gency assistance may be provided to a subscriber in
distress.

36. A method as recited in claim 31, further compris- 25
ing comparing the current location of a given telephone
with a prescribed range of locations and indicating an
alarm condition when said current location is not within
said prescribed range.

37. A method as recited in claim 31, further compris- 30
ing detecting a lack of signal transmissions by a given
telephone and in response thereto automatically paging
said given telephone to cause said given telephone to
initiate a signal transmission.

38. A method as recited in claim 31, further compris- 35
ing estimating a time of arrival of a given telephone at a
prespecified location.

39. A method as recited in claim 31, further compris
ing continuously tracking a given telephone by receiv
ing voice signals transmitted by said given telephone 40
over a voice channel and determining the location of
said given telephone on the basis of said voice signals.

40. A method as recited in claim 31, comprising the
steps of:

receiving a cellular telephone signal at a first cell site; 45
demodulating the received cellular telephone signal

at said first cell site to produce a demodulated
digital bit stream~

modulating the demodulated digital bit stream to
reconstruct the cellular telephone signal as it was 50
originally transmitted, thereby producing a first
reconstructed cellular telephone signal;

cross-correlating said reconstructed signal against the
cellular telephone signal received at said first cell
site to produce a first peak indicative of a time of 55
arrival of the cellular telephone signal at the frrst
cell site;

determining the time of arrival of the cellular tele
phone signal at the first cell site on the basis of said
first peak and producing first time of arrival data 60
indicative thereof;

sending the demodulated digital bit stream and frrst
time of arrival data from the first cell site to a cen
tral site;

distributing the demodulated digital bit stream and 65
first time of arrival data to a second cell site;

modulating the demodulated digital bit stream at the
second cell site to reconstruct the cellular tele-
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phone signal as it was first transmitted by the cellu
lar telephone, thereby producing a second recon
structed cellular telephone signal;

receiving said cellular telephone signal at said second
cell site;

cross-correlating the second reconstructed signal
against the cellular telephone signal received at the
second cell site to produce a second peak indicative
of a time of arrival of the cellular telephone signal
at the second cell site;

determining the time of arrival of the cellular tele
phone signal at the second cell site on the basis of
said second peak and producing second time of
arrival data indicative thereof;

sending said second time of arrival data from the
second cell site to the central site; and

determining time difference of arrival data on the
basis of said first and second time of arrival data.

41. A method as recited in claim 31, comprising esti·
mating the location of a cellular telephone by perform
ing the following steps:

(I) creating a grid of theoretical points covering a
prescribed geographic area, said theoretical points
being spaced at prescribed increments of latitude
and longitude;

(2) calculating theoretical values of time delay for a
plurality of pairs of cell sites;

(3) calculating a least squares difference (LSD) value
based on the theoretical time delays and measured
time delays for a plurality of pairs of cell sites;

(4) searching the entire grid of theoretical points and
determining the best theoretical latitude and longi.
tude for which the value of LSD is minimized; and

(5) starting at the best theoretical latitude and longi
tude, performing another Iinearized-weighted
least-squares iteration to resolve the actual latitude
and longitude to within a prescribed number of
degrees or fraction of a degree.

42. A method as recited in claim 41, wherein said
calculating step (2) comprises accounting for any
known site biases caused by mechanical, electrical, or
environmental factors, said site biases determined by
periodically calculating the positions of reference cellu
lar transmitters at known locations.

43. A method as recited in claim 41, wherein said least
squares difference is given by:

LSD= [Q12(Dday_ T12 - Delay_012)2 + QI3.
(Delay_TI3 - Delay_0I3)2
+... Qxj..DelaY_Txy -Delay_OXy)2]

where, Delay_T.xy represents the theoretical delay be
tween cell sites Jt and y, Jt and y b~ing indices represen
tative of cell sites; Delay_O,,)" is the observed delay
between cell sites Jt and y; Qxy is the quality factor the
delay measurement cell sites Jt and y, said quality factor
being an estimated measure of the degree to which
multipath or other anomalies may have affected a par
ticular delay measurement.

44. A method as recited in claim 40, further compris
ing detecting a first leading edge of a cellular telephone
signal and rejecting subsequent leading edges of said
cellular telephone signal.

45. A method as recited in claim 31, comprising esti
mating the velocity of a cellular telephone by perform
ing the following steps:
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measured frequency differences for a plurality of
pairs of cell sites;

(4) searching the entire grid of theoretical points and
determining the best theoretical velocity for which
the value of LSD is minimiz.ed; and

(5) starting at the best theoretical velocity, perform
ing another lineariz.ed-weighted-least-squares itera
tion to resolve the actual velocity to within a pre
scribed tolerance.

5
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(1) creating a grid of theoretical points covering a

prescribed range of velocities, said theoretical

points being spaced at prescribed increments;

(2) calculating theoretical values of frequency differ

ence for a plurality of pairs of cell sites;

(3) calculating a least squares difference (LSD) value

based on the theoretical frequency differences and 10
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The form of an AVM can vary substantially, but all AyrM :'~~;:~

systems perform the following functions.' '., ...",. '."
. -," .

1) Acquisin'on of Locational Data: This function is con-

cerned with the obtaining of loeation information about the
vehicles (and other objects) in the system. It is the core o'f an' ..

AVM system, and the part that varies most from form to form

of the system.
2) Communication: The communication subsystem s.e,,:es

to relay information between system elements: the loeational
data from its gathering places to the central processor; voice

and/or digital messages between the central processor and L"'J.e .
display consoles; etc.

3) Computation: This is performed by the central proces
sor, the core of which is a dedicated computer. The central .
processor takes the raw locational data delivered to it by the
communication subsystem and processes them into a format
suitable for display. (In a joint-usage system different formats
may be required for different users.) Messages from vehicles to·,
the system operator and vice versa are also processed by this
subsystem.

4) Display: There can be many forms of display. Most
usually, the primary display will be a street map on which the' ,_
located vehicles appear as spots of light with identification ."
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INTRODUCTION

AN AUTOMATIC vehicle-monitoring (AVM) system is a
system which constantly, in real time, keeps track of a

group of vehicles and displays their positions and identifica

tions in a prescribed format, often as a pinpoint of light with
an identification number on a map. The key word is "auto
matic"; no driver intervention is necessary once a vehicle has
entered the system. Contrarily, the word "vehicle" is almost
incidental. For, although many AVM systems will work only
for vehicles, others-in particular, those of the type considered
in the present paper-are equally adaptable to the monitoring
of other objects, e,g., cargo containers,
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Fig. 1. Geometry of radiolocation AVM system.
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where cx7 is a weight which may reflect the ith signal's de- F
"pendability. An algorithm which performs this search is de· ~.' .

scribed in a later section.
Once (x, y, r) have been found, 9 can be ignored and

(x, y) used as an estimate of the vehicle's location. It should
be noted that this least-squares approach is statistically more
justifiable than the usual ad hoc procedure of fmding intersec·
tions of multiple circles or ellipses and then using least-squares
methods on the reduced intersection data.

where C is the velocity of light, could all be made zero by

proper choice of x,y, and 1 (i.e., x =Xo,Y =Yo,T =To),pro
vided that the sensors' estimates {Tj} were correct. Multipath
and other time delay errors, however, eause the times Ti to be
in error by random amounts, perhaps by as much as several
microseconds (several thousand feet in equivalent distance ..
units). Thus, using the observed Ti in (I), it will, in
general, be impossible to pick (x, y, T) to make all I j zero
simultaneously _

The estimate (x,y, r)of(xo,Yo,To)istherefore calculated t
in the weighted least-squares sense; i.e., the computer searches ~

for x, y, T which minimize

,
ft(;c,y, T) = C(Tj - T) - V(Xi - X)2 + (Yi - y)2 (1)

~~,,.
:, ri~~

fi.<::ii
An example of the type of system considered, then, is de· L·. Ii

picted in Fig. 1. In this figure, which is simpliEed by eliminat. ...- sic
ing a height coordinate, a vehicle V located at coordinates :.~ sir:
(xo,Yo) starts transmitting a signal at time TO' (10 may be;:
known exactly to the central computer, or may be known to ~:.

within a closely prescribed tolerance, as when the vehicle ~'.

transponds after interrogation from a fixed station. More .
likely, the uncertainty about 10 may be so great that for all -.
practical purposes it may be considered unknown.) A set of :
sensors {Sj}f placed respectively at coordinates (Xj,yj) reo ._
ceive the vehicle's signal, delayed and distorted by multipath '
phenomena and noise. Each sensor processes the received
waveform and forms an estimate 1j of the time at which it .
started receiving the vehicle's signal. These estimates, all, of
course, referred to a common time reference supplied by the
system's master clock, are relayed to the central processor.

At the processor, the quantities

•:";-10;<:7.:

::;::~~»-:: ... CLASS OF SYSTEMS CONSIDERED

ff;~f'.~~', ';.. radioloeation AVM acquires loeational data by triangula
}:.c<C·tionor trilateration techniques, and is therefore often called a

" ...TAVM. In one form of TAVM, the vehicle emits a radio
···signal either' at a prescribed time or in response to an inter

rogation, and several radio sensors throughout the city mea
sure the times of arrival of this signal at the sensors. The

'. central processor then computes an estimate of the vehicle's
loeation from the time-of-arrival data. In another form (e.g.,

'. LORAN), the times of arrival of signals from several.Exed
. transmitters are measured at the vehicle, the vehicle's position
. then being computed from the times of arrival either on-board
. '.or at the central processor. In these latter forms, a radio link
,from vehicle to central processor relays either the on-board-

computed loeation or the times of arrival to the central proces
sor. Still other forms use angle-of-arrival informa tion.
: .We have concentrated our studies on the Erst form just de
scribed, i.e., one in which the loeational data are the times of

" <l:frival at flxed sensors of a signal sent from the vehicle. Fur
thermore, we have only considered systems in which the ve-

'...~hicle's . transmission is either a narrow-band (e.g., 25 kHz)

-.<·phase-modulated waveform or a wide-band (e.g., 10 MHz)
;:':.' pulsed waveform at a carrier frequency in the range 500-

o .,~ ••• 3000 MHz. (LORAN and other low.frequency systems are
. :·.i:::,aisOpossible TAVM candidates, but none has yet been defi-

:' . ."nitely tested it1 an urban environment.) . _. .' .._ ..,
" .~. We have also limited ourselves to a particular class of com-

:f£putational algorithms which reduce the time-of-arrival data to
,;"\'an'estima'te oflocation. These algorithms use the least-squares

")';'\,,'~:iecirruque of Etting the location estimate to the raw time-of-

~1~'i~~[~;~ .....
~... .7__ .. .. ...... - .......~ ..~-_._- ---.-- ..

~"iKi~l.:~1C.. <;iia·~~b,oooo·VJ:·... :.--...L"''' -

nUJ"1lbers. Other displays, usually subsidiary, involve printed
out lists of vehicles not adhering to schedule, lists of vehicles
near a prescribed loeation, etc.

In a recent study [1], a variety of technical, economic, in
stitutional, legal, and other facets of urban AVM systems were

. investigated. On the technical side, the investigation took the
,,: ....:~. form of evaluations of the relative advantages and disadvan

c•. " tages of various realizations of AVM, particularly in respect to

""" furictions 1) and 3). One of the results of the technical anal
. : "'; '. yses was a determination that AVM systems in which loca

... ~ tional data are acquired by radiolocation techniques at 500
"~'3000 MHz are quite feasible in even the worst urban multipath
';propagation environments. More precisely, as will be fully

detailed, it was determined that systems of this type are
:'capable of updating the location of the order of 100 000
objects/min with accuracies down to 300 ft or better 95 per
.cent of the time.

Our results were based in large part on extensive computer
simulations of the radiolocation subsystem. These simulations,
in turn, were dependent upon an elaborate experimentally de
rived' simulation model of the urban multipath propagation
medium, which is fully described in a companion paper [2).

o , The results of our simulations of the radiolocation and compu-
, .• tation subsystems are presented in the present paper.



RY ; 972 t,TURIN u al.: VEHICLE-MONITORING SYSTEMS

~1: Various modifications of this location technique are, of

i course, possible. In particular, other error norms than that in

:;; (2) could be used; e.g., the Chebyshev norm, with IIi I replac-

t). ing f? in (2), would reduce the nonlinear effect of large errors.
f~ Furthermore, in any actual system statistical fIltering tech

r':: niques should be used to reject outliers and other data which
[:.:. are patently incorrect. Adaptive adjustment of the weights 07
r as the vehicle moves about is also an attractive possibility.

PHASE- RANGING SI~!UL"'"TION

The phase-ranging system we simulated has the i'ollowmg
mathematical description. A signal

Re {exp (ip cos W m r) u(t) u(T - r) eiwor
} .

is transmitted, where u(r) =1, r ;;;. 0, u(r) = 0. t < 0; wrr: ~ Wo is'.
an audio frequency; and T is some integral multiple of 2rtjwm ..

Then, according to the multipath model just considered,

Re {per) ejwo r}, r0 ~ r ~ T + maxie rk> is received, where p(.)
is as given by (3), with set) = exp (ip cos W m t) u(r) u(T - r)
and fk = 1, for all k. The receiver phas.e-demodula:es the re
ceived signal, the output of the phase demodulator be:'Ilg

(4)to";; t ,.;; T + max r i<
Ie

4>(t) ~ tan- 1 1m per)
Re per) ,

where the ambiguity in the arctangent function is resolved so

as to make ¢(-) a continuous function of t. Note tm t by defi

nition T ~ maxie rk> since maxie ric is the order of 5 J,LS [2],
while T is of the order of 2rr/wm or gre:lter, i.e., ty?ically of
the order of milliseconds. Thus, except in small regions at the
endpoints of its interval of defmition, the signal com?onent of

¢(:) (i.e., that component which would be present if the noise·

n(') in pC·) were zero) is periodic with period 2;r/c..::m • since
exp (iJ3 cos W m r) is periodic with this period.

The receiver now passes 4>(.) through a fust-hannamc fJ1ter,
i.e., one centered on w m /2rr Hz and having a bandwicth of the
order of liT Hz. (Typically, T = 100 X '2:;,/w m .) If the multi
path were such that ale = 0, for all k > 0, i.e., only the direct

.. ... .... ){::l;;';;'gi:;
late different urban environments, a family of time-of·a-rriv3.1 ~,.~i:;"

error distributions can then be constructed. ' ";,/;:.:,,..:.~~~

Once we have obtained time-of·arrival error distributions for;_ ;:-';
various urban environments, we can simulate a locationex-.·

periment. A simulated signal is sent out from a loea.tion ina

city, the city being modeled in the computer as a patchwork

of different environments. The computer knows the time and

location of emission of the signal; the simulated receivers,

which are dispersed throughout the city at points known to

the computer, do not. The receivers have a common time
base, and each estimates the time of arrival of the signal, each

making errors in their estimates. These errors are simulated by

the computer by using the time-of·arrival error distributions

previously derived. The estimates of time of arrival are in
putted into the location algorithm described previously, the
output of the algorithm being an estimate of the vehicle's

location. This estimate is then compared with the true loea.-
tion of the vehicle and a radial error is computed. The experi."

ment is repeated many times for a variety of vehicle locations
and the computer outputs the mean, standard deviation, and a
distribution of the radial location error.

Variations of this location-finding technique, which we pro
grammed but did not use. allow the receivers to know the time
of emission, so that the location algorithm must estirnate only
the (x, y) pair; place the vehicle (such as a bus) on a prescribed

route, which. of course, improves the location accuracy; and
obtain multiple fixes before making a fmallocation estimate.

~

p(t) = L SA ak s(r - tk ) ifik + net) (3)
k=O

. Ilf {tk - to} ';" is a Poisson sequence. then, if one ignores the order
Ing of the sequence, the values of the members of the sequence are in
dependent identically distribu ted random variables taking values in
(0,00), the probability of anyone of them lying in the infmitesimal
range (t, t +dt) beingp(t)dt, wherep(r) is the mean arrival rate at time
t. Bya "modified" Poisson sequence we mean here that, for each k, the
mean arrival rate in the interval Uk - to. tk - to + A) is Kp(t), K;;. 1,
where K and Do are prescribed parameters. This modification intro
duces a grouping effect among the members of the sequence_ J5ee [2]
for further discussion of the quasi-Poisson nature of {tk - to} 1-

and n(') is low-pass complex-valued white Gaussian noise;

20 loglo ak is normal with mean ~k and variance 01, both ex

perimentally determined and dependent on tk - r0; 20 loglo S
is normal with mean ~ and variance 0

2
, both experimentally

determined; 8k is uniformly distributed over (0, 27T] ; r0 is the

line-of-sight delay; {r k - to}';" is a modified Poisson sequence l

on (0,00) with experimentally determined mean arrival rate;

all ak,8b and S are independent; and {/d;;' are experi
mentally determined parameters which we have taken here to
be all equal to unit [2].

The received waveform is processed by the simulated reo
ceiver, whose output is T, an estimate of the time at which the

receiver began observing the signal. If all terms in the sum
in (3) except the zeroth were absent, and the noise n(·) were

likewise null, then there would be no difficulty in finding the
leading edge of the received signal-in fact, we would have
T = to. However, in the presence of the mul tipath and noise
terms in (3), in general T *- to. An error T - r0 is then made
in the time-of-arriv3J estimate.

By performing the preceding ranging simulation many times,
letting the random variables in (3) be chosen independently
each time according to their assigned distributions, a distribu·
tion of time-of-arrival error T - to can be obtained. By varying
the parameters of the distributions governing (3) so as to simu-

SIMULATION TECHNIQUE

Our simulation of the AVM system just described was car
ried out in two parts: the ranging operation and the location
finding opera tion.

The ranging simulation consisted of the simulated transmis
sion of a signal from the vehicle to a single sensor over the
simulated propagation medium described in the companion

paper [2]. Suppose that starting at r = 0, the vehicle transmits
the signal Re {s(r) ejwot

}, tE [0, T), where Wo is a carrier fre
quency. Then, according to the multipath model we have de
veloped [2], Re {p(t) eiwot }, rE [0, 00] ,is received, where

(..
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3The range error is c X time-of-arrival error, where c = 0.983514 ftlns
is the veloci ty of 1igh t.

One thousand trials were run in the area A simulation, and 500
for each of the other areas. These numbers were determined
to be large enough so that the resulting distributions had
clearly converged.

quence, rather than the modified Poisson sequence of foot
note 1. (This is justified because a narrow-band system cannot
resolve the different paths in a multipath sequence and there·
fore will be relatively insensitive to groupings in the path
delays tk') Furthermore, we approximated the Poisson se· ;.
quence by a Bernouilli sequence by quantizing the vari·
abies etk> allowing them to take on only values which
were integral multiples of 100ft. (This approximation is
good because for a narrow-band system the probability
that there is more than one resolvable path in a 100-ft
interval is negligible.) Finally, we took the parameters
of the multipath model of (5) from our experimental results
[2]. (See, e.g., [2, fig. 4] for the probability that there will
be a path (i.e., a value of etk) in a specified 100-ft interval and
[2, fig. 7] for the mean Mk and variance ok of ak as a function
oftk - to·)

The simulation was run for phase-modulation index ,6 :: 2
and wm /2rr :: 2635 Hz. (These parameters were used by the
Raytheon Company in experimental tests of a phase-ranging
system in Chicago, Ill. [3).) Some resulting distributions of
range error3 are shown in Fig. 2, in which the means and stan·
dard deviations of the distributions, as well as points between
which 95 percent of the errors lie, are also given. Tllese resul ts
were derived using multipath parameters, obtained from our
l280-MHz (i.e., wo/2IT == 1.28 X 109

) experiments in four
types of urban environments, fully described in [2], which
have the foHowing succinct characterizations:

(7)

(6)

(5)

ImA
'Y =- tan- 1

ReA

. -" .:.

:~~~~·.f~'~·::··:~\:'·~·":"· ."

,;\~":": Then
·-~~:f:~~;·.<·~:l
~~~::, ~\~. ,,'

~i.:y;,:>" .;:.. . "
;;;l,?~ind the range error is 'Ylwm .

;':1<;>~,ln 'carrying out the simulation, we first converted the
~r;~','tune, axis into a range axis, using the conversion factor
/;2~':-"~:= 0.983514 ft/ns, which is the velocity of light. We also as
:~t~'~:;~ed that the sequence {tk} 7' in (5) is a pure Poisson se-

~~WJi.}i·"~':,\':" .., .'
~~1f~6~'ih'e"i)UrPo~~of r~ging simulation, in which we are only trying
~"'-ttd'detirinine ranging'errors, we assume that the transmitter and receiver
, . , -~ eSyriChronous clocks.

·.·~rf.!~~J1i!!t~:... . .

" where to :: 0 in our calculations. Furthermore, because ¢(.)
\:.-, has no noise component, it is periodic except at the ends of
>',':;::the'~terval0";;; t .,;;; T + maxk tk. The phase delay of the first
~:»'h.arinonic in (5) is then evaluable by Fourier harmonic anal
,~::.',-Y~s.'·; More precisely, we redefine (5) by deleting the factor
:"':~u(i''-:~"tj,Ju(T- t + tk), thus making pet) purely periodic over

-' theriiw range (-:00, (0) of t, We then compute

i,t:, .line-Of·sight path with delay to were present, then it is easy to
~.f;-':. establish that the fLlter's output would be of the form
,~~:,', J3 cos wm(t - to) + met), where met) is narrow-band Gaussian
f.~;f'.~noise. The signal·to-noise ratio at the fIlter's output can be
\:::,;~,inade very large by making T large enough, Le., so ~at th.e
",~·'/>mter's bandwidth can be made very small. (1n practice, TIS

::'-':;'ilirnited by the fact that it is undesirable to have vehicle mo
'';',\~:''·tion of more than a half of a carrier wavelength during trans
:;t,~~::IDi~sion,'but even then T == 50 ms.) If the noise is, indeed,
,;It'''jlegllgible, then the propagation time to can be recovered at
;:'/ '/the ~eceiver's output by measuring the phase delay of the out
~>"':put 'CosiIie wave with respect to the reference wave:! cos W m t,
:::):')md dividing by wm •

',,~. :" More generally, when ak '* 0, for k > 0, and there is some
,i: ",. ffitei output noise, we define the measured propagation delay
':', as the average phase delay r (averaged over the interval
, " to';;; t <T + maxk tk) of the first-harmonic mter output, di-

, yided by W m . We also make the following simplifying
:, >- assumptions.
. "1) to = O. Then r/wm is the error in the receiver's mea-

'" surement of propagation delay.
. 2) The noise m(·) in the receiver's output is negligible , or,

-.:". .more precisely, the contribution to 1 made by m( ~) is small
,/,'.',:compared to the effect of the multipath. Then n(') can be de
~~~J;~:)eted from (3), and, because we have taken tk = 1, for all k, S
%t~~~'f~J!leS a multiplier of p(.) and does not enter into the calcu
~dji;~~lilti6Il of 4J(.) (see (4)).
:~::W>~;}A~'l{'result of these assumptions, we can now use the sim-
' •• ,1,'. '.' ','

~'?, ~'<~> plified multipath model
.' ..:.-.:-': ...... - . .' .

~'~>~;~io=t ak exp [i,6 cos wm(t - tk )] eilJk u(t - tk) u(T- t + tk)
" :~k=O
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where the first term is the same as in (3), having been passed
through the receiver undistorted; nl.t) is the effect of 'the
receiver's fJ.ltering of the white-noise input;6 and (T;. Tf ),

with Tf > T + maxk tk, is the interval over which the receiver
must scan to find the receiVed signal. The time-of-arrival
estimate of the receiver is that value of t in (Ti , Tf ) at which

Ipet) I first exceeds a threshold of prescribed value L.
In simulating a pulse·ranging experiment, we again took

to = 0 for convenience; we approximated the modified Poisson

sequence of footnote 1 by it modified Bernouilli sequence by
letting ct k take on orlly values which were integral mul tiples
of 20 ft; and we let fk = '1, for all k. Furthermore, we nor
malized the rms video noise -VElnf(t) I" to unity (i.e., 0 dB);'
we let L =4.5, cTi =-400 ft,7 elf =7000 ft, cD. =20 ft (see

6The receiver is assumed to have a w£e enough bandwidth to pass
the signal (i.e., around 10 MHz), and the wvariance function of nf(:) is
dete;mined accordingly. . '.

'With L = 4.5 as the threshold level, th~ orobability that ri:oise alone.
crosses L (i.e., In(t) I ;;;:. 1.:, for some. r) iIi any .1-IlS interval.is about .•
10-4 • This means "that a noISe croSSlng IS most unlikely, e-ven wlth much ".
more negative values of Ti than that given, the major effect of the noise )
being to inuoduce ~mall l1uctuations in th~ times of signal-plus-noise .. _
crossings. '. _.. ' .',

. ~ :'--

.5(t)

I
I I

i I
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PULSE-RANGING SnWLATION

The pulse-ranging system we simulated has the following
mathematical description. A signal Re {set) t!wr!}, 0";;; t ,,;;; '{,'
is transmitted, where s(') has the trapezoidal shape "shown in.
Fig. 4 and T = 300 ns. Then the outout of the receiver is'the;

vid,o '0"10p' Ip(t)l, T; <: t <: Tr,with .. ,"X;~'i

pet) = L Sh ak set - tio:) ,;ek + nr(t) ....,. '(8t:'
k=o . ": ·"::-.;:·',i'~

4 Very roughly, from Lake Shore to laSalle and from Lincoln P:uk to
Chicago River (North of the Loop), plus an area near Vernon Park.

s Changing 13 irom 2 to 20 multiplies the transmission band"'idth
by 10.

~
~:,TURI'" u al.. Vt.HICLL·I>lUNlIVI~I:-<v::>r:::11!:...'>1::>

"..
l~~: For comparison with hardware results, we show similar dis-

f:' tributions of range erro.r in .Fig. ~,now presented in histogram
~:~ fo~m. The solid curve l~ Fl.g. 3 IS a range-error histogram ob
r; tamed through a 437 -tnal SlmulatlOn usmg multipath parame
f:~, ters obtained from our 488-MHz (wo/2rr = 4.88 X 108 ) experi·
t.''- ments [2] in area B. The broken curve is a range-error
I·
!. histogram obtained by Raytheon Company from 7970 trials of

a 450-MHz hardware experiment [3 J (see also, [4, p. 164J) in
the North-of-Loop area of Chicago,4 which is predominantly a

, type-B area. The match between the simulation and hardware
experiment is excellent, the only discrepancy (in the tails)

probably being due to the larger number of trials represented
in the Raytheon histogram.

Note that the probability of obtaining a negative range error,
i.e., a range estimate smaller than the length of the line-of
sight path, is substantial. This is not a spurious result, but is
innate in the nature of phase-ranging systems even in the
absence of noise. These negative errors can be traced to rela
tionships among carrier phases ek of the several paths [5], [6].

One may ask whether increasing the phase-modulation in
dex ~, and thus increasing the bandWidth, will decrease the
range errors. Sollenberger [5], in a theoretical study of phase
ranging for the two-path case, shows that only if the excess
delay of the second path exceeds a few degrees of the modula
tion cycle does increasing ~ help. In our case, I J.l.S of excess
delay corresponds to only about 1° at the modulation fre·
quency of 2635 Hz, so that one would conjecture that increas
ing ~ will have little effect. To confirm this, we used the
statistics for the area with the widest spread of excess delay
and the most constant path strength versus excess delay char
acteristic, viz., area A (see [2, figs. 4(a) and 7(a)]. We ran
400-trial simulations, using the 1280-MHz statistics for ~ = 2;
5, 20,S for each ~ using the same initial setting of the com
puter's random-number generator. That is, the same sequence
of multi path responses in (5) was run through for each ~'

The resulting range-error distributions were almost identical,
thus confirming the conjecture.

The latter computer experiment shows clearly two great
advantages of simulation over hardware experimentation.
First, changes in system parameters, such as ~, can be achieved
by simply changing a card in the program deck, while similar
changes in the hardware would be difficult, or might even
mean its complete reconstruction. Second, different system
arrangements can be compared under identical conditions
rather than, as in the hardware case, conditions which are only
statistically identical. Thus, the effects of changes in the sys
tem can be separated out from changes in the realizations
of random phenomena-an impossibility in hardware

experimenta tion.
We note, in closing this section on phase·ranging simulation,

tha t a comparison of results using the 488- and 1280-MHz
multipath simulations shows no substantial difference in the
performance of phase-ranging system at these two frequencies.
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(19)

(18)

(17)

(15)

(13)

(12)

'7= To + U.

aft
-=0au

aF
-=0
ak

y~ =Yo +k

Y= Yo +k

aft
-=0ah

If not, start with new initial coordinates

where all summations are from i = 1 to i =N
Having solved equations (16), check to see whether

Ih 1+ Ikl + C Iu 1< E

i.e.,

(L.af A;i) h + (L.a} Ax; AyJ k - ( c L. C7.; '::'x;) U

= - La'; AXifi(O)

(La; Ax; AyJh + (I:af '::';;)k- (cI>; '::'Yj)u

=-'La; AyJ/O)

.0. N
F(x, Y, T) ==- F(x, Y. T) =I: C7.7 [/;(0) + Ax; h + '::'y; k - cup.

i= I

where € is a prescribed tolerance. If so, we have our estimates

ofxo,Yo,To:

Retain only the flIst-order terms in (9), and substitute the
result into (2):

and repeat the algorithm, noting that the matrix of coefficients
on the left side of equations (I 6) is independent of To. The
iteration proceeds until (17) is satisfied or convergence fails.

Convergence depends primarily upon the sensitivity of the
. coefficients in (16), which in turn are determined by the place·

ment of the vehicle relative to the sensors. For a vehicle sur·

-(CLa;Axi)u-(cLa;AyJk+(Cl'Lcrf)u

=-cLCIrl/O) (16)

(14)

Now fmd h, k, U such that F is minimized. To do this. solve

where
(0) _ A A AIi - /;(xo ,Yo, To) (10)

(xo. Yo, To) being an initial guess (perhaps from prior informa-
tion) at the vehicle coordinates (xo, Yo, To), and where .

h=x-xo k=y-yo U=T-;-o (11)

LOCATION-FINDING SIMULATION

The nonlinear least-squares minimization for vehicle location
described in connection with (1) and (2) (eL [8]) can be
realized by the following iterative algorithm on a linearized ,.
functional. Expand/;(x, Y. T) in a Taylor series:

li(x,Y. T) =I/°) + Ax;h + Ay ; k - cu + 0 (A2
) (9) .,'
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footnote 1), and we made the choices of other parameters
, .. given in Table 1. Note that because of the normalization of

. the noise, the values f.J. + f.J.o in Table I are the mean signal-to
noise ratios of the line-of-sight paths, which values were ob
tained from our experiments [2]. All other necessary data

.. ·'were taken from our experimental results (see, e.g., [2, figs. 4
~~and 7]). .

;~ ... DiStributions of ranging errors at 1280 MHz are given as
"'<solid curves in Fig. 5, together with their means, standard devi
::: ations,'and points below which 95 percent of the errors lie.
. ~ Also'Shown in Fig. 5, as a broken curve, is a range-error dis

:i:':tribution obtained by the Hazeltine Corporation [7] (see also,
"., {4; p.' 1451) in a 264-triat'L-band experiment in the Loop area
J.-,) of. Chicago,a a· type-A area. The comparison between our
:. <::are(A simulation and the Hazeltine results is made again
;.~/.:,'inhistogiain fonn in F!g. 6. Again, the match between simula·
~.< -,..tio~·and hardware experimentation is excellent, the only major
,> ; discrepancy being in the tails. (Unlike the phase·ranging case,

: the, negative errors in the Hazeltine results are incidental,
Probably being due to measuremental errors.) We also simu·

:~(.1ated pulse ranging using our 2920-MHz experimental data [2],
»,:. and found no significant difference in performance.

~~X~){-~:\~:;.-", .
;;/~~lf..i,~~:u$hIY:fr.om w. Wa;c!cer Drive t~ Van Bu~en ,!-nd from De~plaines
:§t~;;~4~~'e~;~.n:h,;~;'~ concentration of POints In the Loop Itself.

;~l1~l.f~~~~~}~~~~'.._: .. __

........ :
'.

~' . .

~·-~,'~·7'· .-
" .~ .. Fig. 6. Histograms of pulse-ranging error; area A, 1280 MHz.
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TABLE I

i.:.· ,
~ F "',

IJ + IJ.
5~:'·~

a
AIea (dB) (dB) K Number of Trials

ij:<:·
A 20 2.5 2 400.,., . '.

~/;"::_.a, .. B 35 3 1.75 250
:~.:~.." .. C' 40 3 1.S 200

D 45 2 1.2 200... ;
.~
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Fig. 8. Radial-Iocation~rrordistribution for phase-ranging AYM.

mated times of arrival Ti, i = 1, ... , N, of the signal at the N
sensors, using an appropriate range-error distribution obtained
from the ranging simulation and chosen on the basis of the
area in which the vehicle was placed. 9 The errors in the several

fi were chosen independently-a conservative choice, since the
location algorithm is primarily sensitive to differences among
the ri an d therefore would yield more accurate estimates for
the more realistic choice of positively correlated ri' The esti
mates Ti were then used to compute //0), i = 1, ... , N, of (10) -

and (I), in which equations, to speed convergence, we took

Xo = x 0, Yo =Yo, ;0 =To. (These choices do not improve the
accuracy of the final estimate (x, y, :f), but only the rate at
which ;he estimate is obtained.) The resulting values of /;(O?
were then used in (16) to obtain (h, k, u). The tolerance € of "-.';:'
(17) was taken as 0.1 ft; hence the location error depended --;
only upon ranging errors, not on too liberal a tolerance.

This location algorithm was run from 25 to 90 tin1es for each
area in the modeled city, using the I 280-MHz range-error dis
tributions given in Figs. 2 and 5. The result, for each type of
ranging technique, was a distribution of radial location error
far each area. Finally, the radial-location-error distribu tions
for the different areas were weighted, to account for the dif
ferent numbers of vehicles expected in each area, and averaged.
(These weights, viz., area A-5, area B-IO, area C·I0, area D-I,
were supplied by the Oakland Police Department as estimates
for police vehicles.) The resulting average distributions are

shown in Figs, 8 and 9.
Fig. 8 shows distributions of radial location error for a phase- .

ranging AVM at 1280 MHz with 4, 6, and 8 sensors in city 1
(solid curves) and 4 and 6 sensors in city 2 (dashed curves):
Notice that a great improvement is obtained in going from 4 to
6 sensors, but little in going from 6 to 8 sensors. Also notice
the great improvement shown in going from city. 1 to city 2.
Various summary statistics are given in the box in Fig. 8.
These show, for example, that with six sensors, 95 percent of
the location errors are less than 1500 ft in city 1, and 1050 ft
in city 2. These are, of course, single·fix accuracies which can
be improved by making multiple measurements, but at the
expense of slowing down the system.
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9The validity of this choice depends on having high. signal·to~noise
ratios at all sensors. Then, as discussed in [2\, the multlpath statlstlcs,
and hence the ranging errors a t the sensors, will depend only on the
local geometry around the vehicle, not on the locatlOns of the sensors,
provided that the sensors are well elevated.

Fig. 7. Geometries of two cities. Solid lines-boundaries between areas;
broken lines-vehicle locations. (a) City 1. (b) City 2.

rounded by sensors, convergence is extremely rapid, growing
successively worse as the vehicle passes outside the "circle" of
sensors; the exact point at which convergence is lost depends
upon the multipath errors. An additional complication is due
to the fact that the optimization problem (2) also possesses a
solution (00,00, - 00). Since physical considerations bound r
from below, an improved algorithm could prevent estimates
of (x o , Yo, f 0) from escaping in this fashion. Of course, by
passing ta a more sophisticated steepest-<1escent method, say a
second-order method, most of these convergence problems
would disappear.

In our simulations, a tolerance € = 0.1 ft in (17) was almost
always attained within four iterations, starting with a location
error between (xo, Yo) and (x 0, Yo) of as much as 1000 ft.

In simulating AVM systems by using the algorithm pre
viously described, we modeled two cities in the computer,
both having circular symmetry, as shown in Fig. 7. Ci ty I is
composed of a 0.5-mi-diameter dense high-rise core (area A),
surrounded by a O.75-mi strip of sparse high-rise construction
(area B), surrounded by a 1-mi strip of low-rise steel construc·
tion (area C), surrounded by a 2-mi strip of wood-frame
suburbs (area D); it is essentially a planar and symmetrized
San Francisco, Calif. City 2 is like city 1, except that the
dense high-rise core has been removed and replaced by a
sparse high-rise core; it is more like Oakland, Calif. than
San Francisco. It should be stressed that these idealized cities
are used for illustrative examples only. Any real city can also
readily be modeled in the computer.

N sensors, N = 4,6, 8, were placed symmetrically around the
border between areas C and D, i.e., on the 10 OOO-ft circle.
Vehicles were placed at the central point of the cities, and
along the dotted circles shown in Fig. 7, always in the least
favorable positions from the point of view of locational ac
curacy, All sensors were given the same weights at, even
though some may be at considerably greater distance from the
vehicle than others. 9

A simulation trial started by specification of the vehicle co
ordinates (xo, Yo, To). The computer then computed esti-
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Fig. 9. Radial-Iocation-error distribution for pulse-ranging AVM.
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SUMMARY

We have succeeded in simulating an entire urban AVM sys
tem, the results of the simulation indicating the relationship
between locational accuracy, number of sensors, urban topog
raphy, and system bandwidth. The accuracy and reliability of
the simulation results have been shown, by comparison with
hardware experiments, to be excellent.

The net result of our work has been to show that a radio
location AVM system will work quite satisfactorily in even the
worst urban environment, and that such a system can be de
signed in a computer for a real city by properly modeling the
city .

therefore the standard derivations much larger, than necessary.
This is because unnecessarily large errors were generated in the
suburban areas 0 by our choice of placing these areas outside
the circle of sensors, causing the previously discussed los.: 0i
sensitivity of the coefficients of (J 6). Because area D .
given a very small weight in the average radial·error distn,
tions, the effects of this loss of sensitivity appears only in the
far tails, these tails being primarily due to the extraordinary
area-D errors.
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Fig. 9 shows the corresponding distributions of radial loca
. _. ~o~ error for a pulse·ranging AVM at 1280 MHz~ Again there
. ". '; is great improvement in going from 4 to 6 sensors, but not as

.~.<, .• ,::<~ much as for phase ranging in going from city I to city 2. 10 The
\ '<;.,.,-:-:-:, "
t >'~;:'.>-:. summary statistics in the box show, for example, that with six
l·-...:·l~:\.~:_- ......""J.'_''' •..•.

r~'f:'~'1~"i::senSors95 percent of the location errors are less than 337 ft
J •."S.~7c:._..4..'-'.·"·'~"< _. -,' ".
ki,f,:~·;/";"':·m both cities.
::~~;1.."'~~~'~r'.., " '. .
~«~{~~~;lig.,9 also shows a distribution (dotted curve) of radialIa·
\*%::~~:!:,<?-t!0n.error for a 3-sensor pulse-ranging AVM test at aroufld
';.~rf~;(~:}JqoO· MHz conducted by Hazeltine Corporation on the East
'-........., ..,. .• ,.t,., .":" .'. _ •

·~::/::.'.<"Side·of Minhattan, New York [9]. It is almost identical with
\(,;;·::v~-.".·~~ ,•... ~

~:'~.yz.-'::;~,our6-sensor results, but shows about a 50-ft smaller error than
:~·:~t::':·:;·'· o'ur 4-sensor results. Since our dense high-rise simulation for
': ?·,.::,:;:,:the ranging·error distribution agrees with Hazeltine's experi.<,r 'mental distribution (see Figs. 5 and 6), it is most probable
~;·\:>.:·that .our more pessimistic radial-error results derive from our
.. '/, .. assuming independent ranging errors at the several sensors
:::: .;,·<,::~assumptionwhich is conservative, as previously mentioned.
:..: :/:>.~,~: It should be noted that the large-error tails of the simulated
:~:;.::··::·.distributions in Figs. 8 and 9 are much more pronounced, and
:~-- ,.:..;.; . . .~ . '. '
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